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Self-Organized Criticality: An Explanation of 1/f Noise
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We show that dynamical systems with spatial degrees of freedom naturally evolve into a self-organized
critical point. Flicker noise, or 1/f noise, can be identified with the dynamics of the critical state. This
picture also yields insight into the origin of fractal objects.

PACS numbers: 05.40.+j, 02.90.+p

One of the classic problems in physics is the existence
of the ubiquitous "1/f" noise which has been detected
for transport in systems as diverse as resistors, the hour
glass, the flow of the river Nile, and the luminosity of
stars. ' The low-frequency power spectra of such systems
display a power-law behavior f P over vastly diAerent
time scales. Despite much eAort, there is no general
theory that explains the widespread occurrence of 1/f
noise.

Another puzzle seeking a physical explanation is the
empirical observation that spatially extended objects, in-
cluding cosmic strings, mountain landscapes, and coastal
lines, appear to be self-similar fractal structures. Tur-
bulence is a phenomenon where self-similarity is believed
to occur both in time and space. The common feature
for all these systems is that the power-law temporal or
spatial correlations extend over several decades where
naively one might suspect that the physics would vary
dramatically.

In this paper, we argue and demonstrate numerically
that dynamical systems with extended spatial degrees of
freedom naturally evolve into self-organized critical
structures of states which are barely stable. We suggest
that this self-organized criticality is the common under-
lying mechanism behind the phenomena described above.
The combination of dynamical minimal stability and
spatial scaling leads to a power law for temporal fluctua-
tions. The noise propagates through the scaling clusters
by means of a "domino" eA'ect upsetting the minimally
stable states. Long-wavelength perturbations cause a

cascade of energy dissipation on all length scales, which
is the main characteristic of turbulence.

The criticality in our theory is fundamentally diflerent
from the critical point at phase transitions in equilibrium
statistical mechanics which can be reached only by tun-

ing of a parameter, for instance the temperature. The
critical point in the dynamical systems studied here is an
attractor reached by starting far from equilibrium: The
scaling properties of the attractor are insensitive to the
parameters of the model. This robustness is essential in

our explaining that no fine tuning is necessary to gen-
erate 1/f noise (and fractal structures) in nature.

Consider first a one-dimensional array of damped pen-
dula, with coordinates u„, connected by torsion springs
that are weak compared with the gravitational force.
There is an infinity of metastable or stationary states
where the pendula are pointing (almost) down, u„
= 2zN, N an integer, but where the winding numbers N
of the springs differ. The initial conditions are such that
the forces C„=u„+~—2u„+u„—~ are large, so that all
the pendula are unstable. The pendula will rotate until
they reach a state where the spring forces on all the pen-
dula assume a large value + K which is just barely able
to balance the gravitational force to keep the config-
uration stable. If all forces are initially positive, then the
final forces will all be K. Of course, the array is also
stable in any configuration where the springs are still
further relaxed; however, the dynamics stops upon reach-
ing this first, maximally sensitive state. We call such a
state locally minimally stable.
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What is the eflect of small perturbations on the
minimally stable structure? Suppose that we "kick" one
pendulum in the forward direction, relaxing the force
slightly. This will cause the force on a nearest-neighbor
pendulum to exceed the critical value and the perturba-
tion will propagate by a domino eAect until it hits the
end of the array. At the end of this process the forces
are back to their original values, and all pendula have ro-
tated one period. Thus, the system is stable with respect
to small perturbations in one dimension and the dynam-
ics is trivial.

The situation is dramatically difI'erent in more dimen-
sions. Naively, one might expect that the relaxation dy-
namics will take the system to a configuration where all
the pendula are in minimally stable states. A moment' s

reflection will convince us that it cannot be so. Suppose
that we relax one pendulum slightly; this will render the
surrounding pendula unstable, and the noise will spread
to the neighbors in a chain reaction, ever amplifying
since the pendula generally are connected with more
than two minimally stable pendula, and the perturbation
eventually propagates throughout the entire lattice. This
configuration is thus unstable with respect to small fluc-
tuations and cannot represent an attracting fixed point
for the dynamics. As the system further evolves, more
and more more-than-minimally stable states will be gen-
erated, and these states will impede the motion of the
noise. The system wi'll become stable precisely at the
point when the network of minimally stable states has
been broken down to the level where the noise signal
cannot be communicated through infinite distances At.
this point there will be no length scale in the problem so
tnat one might expect the formation of a scale invariant-
structure of minimally stable slates Hence. , the system
might approach, through a self-organized process, a crit-
ical point with power-law correlation functions for noise
and other physically observable quantities. The "clus-
ters" of minimally stable states must be defined dynami-
cally as the spatial regions over which a small local per-
turbation will propagate. In a sense, the dynamically
selected configuration is similar to the critical point at a
percolation transition where the structure stops carrying
current over infinite distances, or at a second-order phase
transition where the magnetization clusters stop com-
municating. The arguments are quite general and do not
depend on the details of the physical system at hand, in-

cluding the details of the local dynamics and the pres-
ence of impurities, so that one might expect self-similar
fractal structures to be widespread in nature: The
"physics of fractals" could be that they are the
minimally stable states originating from dynamical pro-
cesses which stop precisely at the critical point.

The scaling picture quite naturally gives rise to a
power-law frequency dependence of the noise spectrum.
At the critical point there is a distribution of clusters of
all sizes; local perturbations will therefore propagate

over all length scales, leading to fluctuation lifetimes
over all time scales. A perturbation can lead to anything
from a shift of a single pendulum to an avalanche, de-
pending on where the perturbation is applied. The lack
of a characteristic length leads directly to a lack of a
characteristic time for the resulting fluctuations. As is
well known, a distribution of lifetimes D(t) —t ' leads
to a frequency spectrum

S(co) =)I dt
tD(t) —2+a

1+ (cot) 2

In order to visualize a physical system expected to ex-
hibit self-organized criticality, consider a pile of sand. If
the slope is too large, the pile is far from equilibrium,
and the pile will collapse until the average slope reaches
a critical value where the system is barely stable with
respect to small perturbations. The "1/f" noise is the
dynamical response of the sandpile to small random per-
turbations.

To add concreteness to these considerations we have
performed numerica1 simulations in one, two, and three
dimensions on several models, to be described here and
in forthcoming papers. One model is a ce11ular autorna-
ton, describing the interactions of an integer variable-
with its nearest neighbors. In two dimensions z is updat-
ed synchronously as follows:

z(x,y) z(x,y) —4,

z(x ~ l,y) z(x ~ l,y)+1,
z(x,y+ 1) z(x,y+ 1)+1,

if z exceeds a critical value K. There are no parameters
since a shift in K simply shifts z. Fixed boundary condi-
tions are used, i.e. , z =0 on boundaries. The cellular
variable may be thought of as the force on an individual
pendulum, or the local slope of the sand pile (the "hour
glass" ) in some direction. If the force is too large, the
pendulum rotates (or the sand slides), relieving the force
but increasing the force on the neighbors. The system is

set up with random initial conditions z &&K, and then
simply evolves until it stops, i.e. , all z's are less than K.
The dynamics is then probed by measurement of the
response of the resulting state to small local random per-
turbations. Indeed, we found response on all length
scales limited only by the size of the system.

Figure 1 shows a structure obtained for a two-
dimensional array of size 100X 100. The dark areas indi-
cate clusters that can be reached through the domino
process originated by the tripping of only a single site.
The clusters are thus defined operationally —in a real
physical system one should perturb the system locally in

order to measure the size of a cluster. Figure 2(a) shows
a log-log plot of the distribution D(s) of cluster sizes for
a two-dimensional system determined simply by our
counting the number of aAected sites generated from a
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(2)

Figure 2(b) shows a similar plot for a three-dimensional
array, with an exponent of i= 1.35. At small sizes the
curve deviates from the straight line because discreteness
effects of the lattice come into play. The falloff at the
largest cluster sizes is due to finite-size effects, as we
checked by comparing simulations for different array
sizes.

A distribution of cluster sizes leads to a distribution of
fluctuation lifetimes. If the perturbation grows with an
exponent y within the clusters, the lifetime t of a cluster
is related to its size s by i' ~=s. The distribution of
lifetimes, weighted by the average response s/r, can be
calculated from the distribution of cluster sizes:

FIG. 1. Self-organized critical state of minimally stable
clusters, for a 100X 100 array.

seed at one site and averaging over many arrays. The
curve is consistent with a straight line, indicating a
po~er law D(s) —s ', r =0.98. The fact that the curve
is linear over two decades indicates that the system is at
a critical point with a scaling distribution of clusters.

Figure 3 shows the distribution of lifetimes correspond-
ing to Fig. 2 (namely how long the noise propagates after
perturbation at a single site, weighted by the temporal
average of the response). This leads to another line indi-
cating a distribution of lifetimes of the form (2) with
a = 0.42 in two dimensions (50X50), and a = 0.90 in
three dimensions. These curves are less impressive than
the corresponding cluster-size curves, in particular in
three dimensions, because the lifetime of a cluster is
much smaller than its size, reducing the range over
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FIG. 2. Distribution of cluster sizes at criticality in two and
three dimensions, computed dynamically as described in the
text. (a) 50 X 50 array, averaged over 200 samples; (b)
20x20X20 array, averaged over 200 samples. The data have
been coarse grained.
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FIG. 3. Distribution of lifetimes corresponding to Fig. 2.
(a) For the 50X 50 array, the slope a = 0.42, yielding a "l/f"
noise spectrum f '; (b) 20X20X20 array, a=0.90, yielding
an f "spectrum
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which we have reliable data. The resulting power-law
spectrum is S(ttt) = ttt +'= rtt

' in 2D and cu
" in

3D.
To summarize, we find a power-law distribution of

cluster sizes and time scales just as expected from gen-
eral arguments about dynamical systems with spatial de-
grees of freedom. More numerical work is clearly need-
ed to improve accuracy, and to determine the extent to
which the systems are "universal, " e.g. , how' the ex-
ponents depend on the physical details. Our picture of
1/f spectra is that it reflects the dynamics of a self-
organized critical state of minimally stable clusters of all
length scales, which in turn generates fluctuations on all
time scales. Voss and Clarke have performed measure-
ments indicating that the noise at a given frequency f is

spatially correlated over a distance L(f) which increases
as f decreases. We urge that more experiments of this
type be performed to investigate the scaling proposed
here.

We believe that the new concept of self-organized cri-

ticality can be taken much further and might be the un-
derlying concept for temporal and spatial scaling in a
wide class of dissipative systems with extended degrees
of freedom.
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