Establishing Relationships
Linear Least Squares Fitting

Lecture 6
Physics 2CL
Summer 2010



Outline

* Determining the relationship between
measured values

* Physics for experiment # 3
— Oscillations & resonance

e Overview of last set of three labs



Schedule

Meeting Experiment
1 (Aug. 3or4) none
2 (Aug. 5 or 6) 0

3 (Aug. 10 0r 11)

4 (Aug. 12 or 13)

5 (Aug. 17 or 18)

6 (Aug. 19 or 20)

7 (Aug. 24 or 25)

8 (Aug. 26 or 27)

OOl WIN IR

9 (Aug. 31 or Sept. 1)




Relationships

So far, we’ve talked about measuring a
single quantity

Often experiments measure two variables,
both varying simultaneously

Want to know mathematical relationship
between them

Want to compare to models
How to analyze quantitatively?



Principle of Maximum Likelihood

» Best estimates of X and o from N
measurements (X, - X,) are those for which
Proby . (X;) IS @ maximum



The Principle of Maximum Likelihood

T
Recall the probability density for P _(x) = = 252)
measurements of some quantity x ’ / O‘
(distributed as a Gaussian with mean X and Normal distribution is
standard deviation G) one example of Px).

Now, lets make repeated measurements
of x to help reduce our errors.

Xy Xy Xgy wees X

n

We define the Likelihood as the product
of the probabilities. The larger L, the L = P(x;)P(x,)P(x;)...P(x,)
more likely a set of measurements 1is.

Is L a Probability? A e ————

The best estimate for the parameters

Why does max L give of P(x) are those that maximize L.
the best estimate?

Yagil




Using the Principle of Maximum Likelihood:
Prove the mean is best estimate of X

Assume X 1s a parameter of P(x). ol

When L 1s maximum, we must have: -

oX

[Lets assume a Normal error distribution and
find the formula for the best value for .X.

L= P(x)P(x,)..P(x,) =[] P(x)
i=l

(x.—X )

e_ ( TE{}'E. _ l
(2)*o’
L=Ce*)
X —X
Z Z ( ) Defininition

0

L

Z(xf—;r) 0
Zx —nX =0
.  Q.E.D.

e
2"' the mean
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What is the Error on the Mean

= Z y Formula for mean of measurements. (We just
T 4 1 ol proved that this 1s the best estimate of the true x.)
1=

Now, use propagation of errors to get the error on the mean.

dx dx dx
oO-=—0, ®—o0, &..®—o0,
ox, ' dx, dx,
ox 1
ox, n
: 2 B T . . ) .
g . - What w 0}11d vou do if the
O- = S = — | == X; had different errors?
=1\ N 1 \/;

We got the error on the mean (SDOM) by
propagating errors.
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Weighted averages (Chapter 7)

. . . . 2 n
We can use maximum Likelihood (%?) to o —0=— Z«T,_-
average measurements with different errors. oX p—

1 . 7\ z - A
£=3 " N Yo
= 2 2
i=1 J,- WX i=1 O-E- i=1 O.f
S 1
We derived the result that: . — =1 = 1
n YiT 2
E w ©i
- |r H f
: : =1 WX, = Xz W,
Using error propagation, we can determine the (&7 i
error on the weighted mean: l "
W X
P i
_ i=l1
' - - - - - X _ n
What does this give in the limit e
where all errors are equal? = -
i=
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Linear Relationships: y = A + BX

Data would lie on a straight 8
line, except for errors

What is ‘best’ line through o 6
the points?

What Is uncertainty in 4-
constants? ] _
How well does the 2

relationship describe the
data? 0

Velocity vs. time @ >4<\/a|ue ° ’

constant acceleration
Ohms law




A Rough Cut

Best means ‘line close
to all points’

Draw various lines
that pass through data
points

Estimate error in

constants from range
of values

Good fit Iif points
within error bars of
line

6 4

4 6 8
X Value




More Analytical

 Best means ‘minimize 8|
the square of the
deviations between
line and points’

e Can use error analysis ]
to find constants, error

X Value



The Detalls of How to Do This
(Chapter 8)

minimize -PE[YHJ}]E

20
3
>
10 Assumptions:
6X; << dy; ; 6x; =0
y; — normally distributed
o;: same for all y,
0



Finding the coefficients A and B

= A+ BX
 Want to find A, B that )

minimize difference | < deviation
between data and Iine yi‘ ..................................... O of yi

e Since line above some
data, below other,

y,—y=Y;,— A—-BX,

minimize sum of 2 (%~ A=Bx)’
squares of deviations > =
- Find A, B that =i~ AN=BY X =0

minimize this sum £=inyi—AZXi+BZXi2=O




Finding A and B

0

» After minimization, = 2Yi~AN =B ;=0

solve equations for A %=inyi AY X, +BY X =0

and B
e Looks nasty, not so

bad... ’ A:ZXEZYi_ZXiZXiYi
* See Taylor, example A
8.1 B N2 XY= 2% 2.V,
A
A = NZXi2 — (in)z




Uncertainty in Measurements of y

« Before, measure 1 &
several times and take i \/ 2.
standard deviation as
erroriny

« Can’t now, sincey;’s i
are different quantities  |o, =J

e |Instead, find standard
deviation of deviations



Uncertainty in A and B

» A, Bare calculated DX
Op =0,
from x;, v; A
* Know error in x;, y; ; N
: Og =04 |—
use error propagation A
to find error in A, B AzNZX-Z—(ZX-)Z

A distant extrapolation
will be subject to large
uncertainty



Uncertainty in X

I equivalent
O

e S0 far, assumed
negligible uncertainty
In X

e [f uncertainty in X, not
y, Just switch them

 |f uncertainty in both,
convert error in x to
error iny, then add
errors

actual
error in X

erroriny

Ay = BAX
o,(equiv)=Bo,

o, (equiv) = /o,

2+(BGX)2




Other Functions

y: Ae Bx

e Convert to linear

e Can now use least

squares fitting to
A and B

getIn

y:AeBX
Iny =In A+ Bx




Lab 3 Resonance -Sinusoidal
Response
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Lab 3 Resonance
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Uncertainty in Q

Q= w/(w, - @)

Q = w/(4w) where Aw = w, - o,

8% @) E(Aw)z J2

&) = Kaoo)l 5(Aa)) = Jdw)l Aw

A, - o) = X, - o) @, - @

N, - w)) = {5(&)2)2 + 5(&)1)2 }1/2



Voltage Response

VR, 1

Vel =

R r -2
1= '[:|E 0ok _ ATy
@y @ |
A
- W0 - h I:III= = l:l:ll = my ]
B Url'l.:
- v, R,
IMc| ot = 0.707 Vox
H
-
- ‘-—-__________
// e——
A |




Origin and Voltage Response

Derived Equation Origin fit Equation
Z,

Vil =12 Vo oA

_ VoR; 1+ BZ(X —CT
(o o) I x
R 1+Q La)—_;
y = A=
X = g —



Phase Shifts

AT

a N N 7N /
NN AN

$—0

AN .
~~/

—

Y -

/F\\ o /,__R A ,.r‘“\\ b—m At >0

—

SN N / .
S NS N NS NS

A~

p—m AL <0

7 SN SN SN N -
SN NS NS

i
L
Ful




r'-:|H

Phase Response

S

.

Sl b

b |

r-a|:-'|




Q-Multiplier

vﬂ J
IIL'fI:I

= (2

Maximum voltage across capacitor is Q
times driving voltage V,



Outline Lab # 3

1). Preliminary calculations of o, and Q
2). Measure o, and Q

3). Graph Frequency Response

4). Measure Phase Shifts

5). Q-Multiplier

6). Phase of V.

7). Dependence of Q on R



|_ast set of labs

opics include:

— Exp. 4: Microwaves: refraction & interference
— Exp. 5: Laser: interference, diffraction

— Exp. 6: Human eye: lens equation, lens in series




Exp. 4 —Microwave refraction and
Interference

e Measure index of refraction (n) for wax
« Make use of refraction and reflection
 [Interference theory

Eacervar
A
Trasmitter  Prism \ 7@
|_:| ____.,-F""
] ™ o
< T
E -\--""-\._\Tu'l\{ﬂ--__l
L——
LS

Figure 6. Setup for Part E.



Exp. 5 — Laser diffraction &

Interference

Use light from visible g __
range :_ \(H P
A is relatively small so LN XD
objects are similarly ; f} f;;yf’ﬁ;
small > iljﬁag’i \ *
Interference phenomena RV

- A \3 <
Lithography - LR YZAN
Basic ideas for X-ray “\ N = dsine

&

diffraction

Figure 6 The two-slit interference geometry.



EXp. 6 — Lenses & Human Eye

Model for lens of the
human eye

Thin lens equation

Combination of
lenses

Detection of blind
spot

microscopy

raciieE medialis

cillany body

po=terior chamber,
anierior chamiber.
rodal point foven
antar|or pole

HHHHH



Remember

Lab Writeup
CAPE evaluations
Sign-up sheet for last set of labs

Read next week’s lab descriptions, do
orelab

Homework 6 (Taylor 8.1, 8.6, 8.10)
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