
Abstract. A multisegment, multijoint model of a falling
animal is presented to examine the e�ectiveness of a two-
stage control scheme in a zero-momentum self-righting
maneuver. The model contains a much larger number of
degrees of freedom than is required to execute a self-
righting maneuver and is thus capable of providing
multiple solutions for the same task. The decentralized
control scheme is designed to achieve gross turning in
minimum time and to maintain a steady orientation
relative to gravity after the turn has been achieved. The
scheme is able to determine the sequence of steps
necessary to execute the motor task and also incorpo-
rates learning features. Results from various simulations
are presented and their implications discussed.

1 Introduction

Animals and divers can change the spatial orientation of
their bodies in the air without the bene®t of net external
torques by moving segments of their bodies in an
appropriate manner. The sequence of individual body
segment motions required to produce a speci®ed turn
without the use of external power sources is neither
unique nor obvious and requires optimization and
learning. The ability of an animal to right itself from
an inverted position in free fall without the bene®t of net
external torques is known as the air-righting or self-
righting re¯ex. In cases when the animal begins its free
fall with no initial angular momentum, the self-righting
maneuver is also known as a zero-angular-momentum
turn, because no additional angular momentum is
imparted to the animal during its fall. The air-righting
re¯ex and the ability of di�erent animals (including
humans) to execute zero-angular-momentum turns has
been studied by various researches in both the life and
physical sciences. The phenomenon is interesting not

just because it is not obvious, a priori, how such
maneuvers can be executed using only relative motion
between di�erent segments of a multibody, multijoint
system, but also because it poses a challenging control
and optimization problem which may have applications
in other areas (e.g., the reorientation of multisegment
space vehicles).

The self-righting re¯ex of mammals in free fall was
initially described by Marey (1894). Subsequently, the
phenomenon was studied and recorded experimentally
by Muller and Weed (1916) and Magnus (1922).

While past research on the subject proved the feasi-
bility of zero-angular-momentum turns using simple two-
cylinder models (e.g., Edwards 1986), the question of a
general strategy and a control approach to the problem of
reorienting a complex multisegment, multijoint system
without the use of net external torques has remained
largely unanswered. The di�culty in answering this
question lies in the fact that, in general, there is an in®nite
number of ways a multisegment, multijoint system can be
arbitrarily reoriented in space without the use of net ex-
ternal torques. Experimental kinematic data indicate that
out of the many possible strategies to right themselves,
animals use ones which have certain `salient features'
(Kane and Scher 1969). Any attempt to explain the
control strategies used by animals in righting themselves
has to take these salient features into account, and any
motion resulting from any proposed control schememust
exhibit similar salient features. The salient features of the
air-righting re¯ex which have been observed by various
researchers and which are relevant to this study are:

1. The rotation in the air is initiated and executed by
twisting and bending essentially two segments of the
torso alternately or simultaneously.

2. The rotation takes place within as little space as the
animal's standing height (McDonald 1960). When
dropped from greater heights, the rotation still takes
place within the ®rst part of the motion (see sequence
of photographs in Kane and Scher 1969).

3. Once the rotation takes place, the animal maintains a
feet-down position throughout the rest of the fall
regardless of the height it is dropped from.
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4. Visual and/or vestibular feedback mechanisms ap-
pear to be at work. Experiments show that cats which
are blindfolded or have their inner ear mechanism
disrupted can still execute the air-righting re¯ex, but
not if both sensory apparatuses are disrupted (Mc-
Donald 1960).

5. Learning the maneuver through repeated trials im-
proves the reliability of execution (O'Leary and Ra-
vasio 1984).

In view of these observations, the following constraints
were set on the control system that this study uses as a
paradigm for the strategy used by animals in their air-
righting maneuvers:

1. The turning part of the air-righting maneuver must
be executed in minimum time (because of observa-
tion 2).

2. The turn must be stable, i.e., once the righting ma-
neuver is complete, themodelmust be able tomaintain
a `feet-down' position for the rest of the fall (because of
observation 3). This is necessary because even though
the total angularmomentumof the system is zero at all
times, the angular velocities and momenta of indi-
vidual components in the system are not zero at all
times, meaning that without this requirement, the
momenta of the individual components could steer the
overall system in an undesirable direction.

3. A decentralized scheme must be implemented to fa-
cilitate parallel control and computation (in order to
have fast control and communication).

4. Some form position or velocity feedback is necessary
initially to determine the initial orientation relative to a
reference frame or gravity (because of observation 4).

5. The scheme must have provisions for learning the
maneuver after repeated trials (because of observa-
tion 5).

2 Dynamic model

Figure 1 shows the principal components of the
multisegment, multijoint cat model used in this study.
The model consists of nine rigid bodies �Bi� and eight
kinematic joints �Ji� of di�erent types which determine
the motions various segments of the animal's body
relative to each other. It is evident that fewer or more
bodies and joints could have been chosen to model the
cat for the simulation of the air-righting re¯ex (indeed,
two bodies with three joints are su�cient, as shown by
Edwards 1986). This particular con®guration was cho-
sen in order to have components that roughly corres-
pond to the di�erent parts of the animal (head, feet,
torso, etc.) and also to have a system which is complex
enough to test the competence of the control system
proposed.

The fore and hind limbs of the animal are modeled as
single rigid bodies (B6 and B7) hinged by revolute joints
(J6 and J7) to the front and rear segments of the torso (B1

and B5) which are linked to each other by a universal
joint �J4�. A universal joint is one that permits relative

rotations in two directions between the two bodies it
connects. A schematic of a universal joint is shown in
Fig. 2. The purpose of this joint is to allow the forward/
backward and sideways ¯exion of the two torso segments
relative to each other while transmitting a torque. A re-
volute joint (J3) allows the twisting of the fore segment of
the torso relative to the axes of J4. The animal's head (B3)
is connected to a segment representing its neck (B2)
through a revolute joint (J2), and the neck is connected to
the front segment of the torso by another universal joint
(J1). Additionally, a tail assembly is attached to the
posterior end of the rear segment of the torso by means
of two noncolinear revolute joints (J5 and J8). All joints
allow relative rotation between the two bodies they link
in one direction only (1 degree of freedom), except J1 and
J4 which permit relative rotations in two directions (2
degrees of freedom). The front segment of the torso is
considered to be the base body whose orientation relative
to the inertial frame determines the orientation of the cat.
The masses and moments of inertia of each of the bodies
in the model were based on anatomical data reported by
Hoy and Zernicke (1985).

To account for the anatomical limits of motion at
each joint and the presence of muscle, ligaments, and
other tissue at and near the joints, nonlinear springs and
dampers were included in the joints. Thus, each joint
o�ers a resistance as a function of the relative position
and velocity of the two bodies it links in the corre-
sponding degree of freedom. The values for the joint
sti�ness and damping constants were chosen in accor-
dance with the methods proposed by Lacquaniti and
Soechting (1986).

Fig. 1. Multisegment, multijoint model of a cat

Fig. 2. A general universal joint
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The entire system is driven by a set of actuators (Si)
which are placed at each of the joints and which control
a single degree of freedom. Given that all degrees of
freedom present in the system are rotational, all the
actuators, or control susbsystems, are motors which can
convert control signals into appropriate torques. It is
assumed that the torque actuator i can apply is bounded
by a maximum value, Uimax.

In total, the system incorporates 16 rigid-body de-
grees of freedom and 10 control subsystems. The dy-
namics of the model is, in general, described by a set of
coupled nonlinear di�erential and algebraic equations
appropriate for modeling the dynamics of constrained
multibody systems. These equations are of the form
(Nikravesh 1989):�
M UT

q

Uq 0

��
�q
ÿk

�
�
�
g
ÿc

�
�1�

where

M is the generalized inertia matrix of the system;
q is the generalized coordinate vector describing the

con®guration of the system in inertial space and �q is
the second time derivative of q;

Uq is the Jacobian matrix that describes the constraints
on the elements of q;

k is the vector of Lagrange multipliers;
g is the vector of external and internal generalized forces

plus the nonlinear gyroscopic terms arising from
coupling between the elements of q; and

c is the vector that results from di�erentiating the ki-
nematic constraint equations twice with respect to
time.

For a more detailed explanation of Equation 1, see the
appendix.

3 Control scheme

Any control approach to achieve an overall turn of a
multisegment, multijoint system using only internal
forces or torques is complicated by the fact that any
internal forces or torques applied at a joint will a�ect
not just one segment but several others because of the
dynamic coupling between them.

To comply with observations 1 and 2 above, a two-
stage control scheme was implemented. The ®rst stage is
designed to change the orientation of the base body (B1)
from some starting position to a desired position in
three-dimensional space, while the purpose of the second
stage is to maintain the attitude of the base body and the
limbs in the `feet-down' position for the rest of the fall.
The changeover from one stage to the other is deter-
mined by a coordinator on the basis of the value of a
performance index, P , which is de®ned below. A block
diagram of the overall scheme is shown in Fig. 3.

The ®rst stage of control utilizes the actuators
S3; S4; S5; S7; S8; S9, and S10 (see Fig. 4). Of these, S3; S4,
and S7, designated as independent subsystems, receive
control commands from control modules U3;U4, and U7

to produce appropriate torques which a�ect the associ-

ated bodies. For example, the torque produced by S4
a�ects the motion of bodies B1 and B4. The control
commands are governed by feedback from the position
errors from reference bodies B1;B2 and B5, each of which
is one of the bodies a�ected by actuator subsystems
S3; S4, and S7. The independent subsystems are the ac-
tuators which control the inertially most dominant
bodies in the system (i.e., the bodies which produce the
greatest change in some speci®ed performance index for
a given change in angular orientation). The weighting
functions W1;W2, and W5 modify the measured errors in
the orientation of bodies B1;B2, and B5 in accordance
with the inertial importance of these bodies in the par-
ticular maneuver. These may be considered as the
`software' which accounts for the relative weights and
moments of inertia of the bodies and which can be re-
programmed for learning purposes.

The control laws for this stage are given by:

ui �

ÿUimax sgn�hj ÿ h�j � if Ej � Emax

i 2 f3; 4; 7g; j 2 f1; 2; 5g
ÿc1i�hj ÿ h�j � ÿ c2i� _hj ÿ _h�j � if Ej 6� Emax

8>>><>>>: �2�

Ej � jWj�hj ÿ h�j �j �3�

Emax � max�E1;E2;E5� �4�
P � E1 � E2 � E5 �5�

where

ui is the torque produced by actuator Si;
Uimax is the maximum torque actuator Si may apply;
hj is the actual orientation (relative to a ®xed inertial

frame) of the reference body associated with Si;
h�j is the desired orientation of the reference body asso-

ciated with Si;
_hj is the actual rate of rotation of the reference body

associated with Si;
_h�j is the desired rate of rotation of the reference body

associated with Si;
Wj is the weighting function associated with the inertial

importance of body Bj;
P is the performance index; and
c1i and c2i are constants proportional to the sti�ness and

damping associated with the degree of freedom
controlled by actuator Si.

Actuator subsystems S5; S8; S9; and S10, designated as
dependent subsystems, apply concurrent torques on their
associated bodies in accordance with an algorithm which
attempts to minimize or maximize a local function. For
example, for this particular air-righting maneuver,
subsystem S9 acts in a way that minimizes the combined
moment of inertia of bodies B5 and B7 (hind legs) about
the current axis of rotation in minimum time. The
control commands sent by the dependent control
modules are functions of modifying factors Fi (see Fig.
4) which are, in general, programmable, and their
programs depend on which independent actuator is
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Fig. 3. Two-stage control scheme

Fig. 4. Decentralized large motion con-
trol
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acting at a given time. The modifying factors Fi can also
be reprogrammed through a local feedback loop and
may be considered as local optimization modules.

Some actuator subsystems (S1; S2; S6) are disabled.
This is done to reduce computation and control feed-
back time, and they are so selected because the bodies
with which they are associated are not inertially im-
portant for this particular maneuver. It is obvious that
this disabling can be accomplished by setting the cor-
responding weighting functions Wi to zero to re¯ect the
low inertial importance of their associated bodies. This
would set the enhanced error Ei for their associated
bodies to zero, and thus no error for those bodies would
be fed back, requiring no correction by the actuator
subsystems driving them.

The second stage of control is a linear feedback
control system which maintains the attitude of the entire
system stable around a desirable position (see Fig. 5). It
is possible to use linear feedback in this stage because the
deviations or errors from the desired position (which
corresponds to a stable equilibrium con®guration) are
small. In this stage, only two actuator subsystem (S1; S7)
are active; the rest of the actuator subsystems are dis-
abled to reduce computation times. The error from the
desired position is measured on the basis of the orien-
tations of bodies B1;B2, and B5. The control torques in
this stage are given by:

ui � ÿc1i�hj ÿ h�j �ÿc2i� _hj ÿ _h�j � i 2 f1; 7g; j 2f1; 2; 5g
�6�

where c1i and c2i are constants proportional to the
sti�ness and damping present in actuator Si.

In both stages of control, all actuator torques are
bounded so that no actuator can exert a torque larger
than its capacity. For minimum-time large motion
control, this requires that any active actuators exert the
maximum torque they can. This is equivalent to `bang-
bang control'. Only the actuator that is associated with
the body with the largest error from the desired position
is activated with the maximum torque available for that
actuator. The other independent actuators exert torques
proportional to the spring and damper in them, as
proposed Lacquaniti and Soechting (1986).

4 Learning and optimization

As shown in Fig. 4, the positional errors from the
various bodies in the system are modi®ed by weighting
factors Wi to account for their inertial importance in a
given maneuver. It is obvious that the weighting factors
have to be di�erent in each di�erent type of maneuver
and even in di�erent stages of the same maneuver.
Because of the way they are used in computing the

Fig. 5. Closed-loop ®ne tuning control
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performance index, these weighting factors serve as the
system's `knowledge' about which bodies to use as
references and which as dependent subsystems (the
errors from those bodies have weighting factors of zero).
This raises the question of how these factors should be
decided.

In the present model, these factors were chosen to be
proportional to the masses and moments of inertia of
each of the bodies, and only the bodies with the largest
masses and moments of inertia were assigned nonzero
weighting factors. Conversely, these factors may serve as
programming devices to make the system learn about
itself, modifying them after each maneuver until they
have values which make the maneuver `optimal' in some
sense de®ned by the system.

The weighting factors Fi also play a similar role and
must be set di�erently in each di�erent maneuver.
However, since these factors a�ect only the dependent
subsystems, their setting must be determined locally with
an eye to maximizing or minimizing some local objective
function. It is known that biological systems do, in fact,
maintain such local control and optimization schemes,
and it has been suggested that this is necessary for rapid
response and stability (e.g., Hogan 1990). In this model,
these weighting factors were once again set to the mo-
ments of inertia of bodies B6 and B7 around the axes of
joints J6 and J7, respectively, and the objective function
to be minimized was chosen as the total moment of in-
ertia around the global axis of rotation. This simple

objective function was chosen to minimize the time of
rotation which was deduced heuristically from obser-
vation 2 above.

5 Results

The results of a simulation of the model in the control
scheme described above are shown in Figs. 6±10. Figure
6 is a sequence of selected frames from an animation of
the model based on the orientations of the di�erent
segments computed using the scheme described above.
Though not veri®able by experiment, the ®gure describes
clearly the resulting motion which complies to a large
extent with observations 1±3 enumerated in Sect. 1.
Figure 7 shows the time history of the torques in
actuators that control the independent bodies in the
system during the ®rst stage of control. These actuators
are active only until most of the desired large motion is
accomplished (i.e., when the performance index, P ,
drops below a speci®ed value). S3 and S4 exert constant
torques for most of the large motion, while S7 alternately
applies the maximum torque it has available in positive
and negative directions. Subsystem S7 is predominantly
active because the maximum enhanced error Emax, which
determines what independent subsystem must apply the
maximum torque, is E5 during most of the maneuver.
This occurs because the weighting function W5 is large
(to account for the large mass of B5 which is controlled

Fig. 6. A sequence of selected frames from a simulation run
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Fig. 7. Variation of independent actuator torques
with time (large motion control)

Fig. 8. Variation of dependent actuator torques
with time (large motion control)

Fig. 9. Variation of active actuator torques with
time (®ne tuning control)

Fig. 10. Variation of reference body position errors
target orientation
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by S7) compared with W1 and W2. The maximum torque
applied by S7 is initially applied alternately in the
positive and negative directions because the desired
reorientation objective can be achieved by turning B5 in
either direction, and the system does not `know' which
way to turn. Eventually, after a few tries, the perfor-
mance index P is reduced su�ciently in one direction,
and that direction is chosen. During the same interval,
the dependent subsystems S5; S8; S9, and S10 apply
relatively ¯at torques (Fig. 8) to minimize the moment
of inertia of the body systems they control about the
desired axis of rotation.

The time history of torques exerted by the active
subsystems during the second stage of control is shown
in Fig. 9. These subsystems control bodies B1;B2, and
B5, and their torques are governed by the largest en-
hanced error computed for these bodies. Once again, the
error from B5 dominates the control.

Figure 10 shows the reduction in the position errors
for the three reference bodies B1;B2, and B5 relative to
the target orientation. The ®gure indicates that initially
B5 rotates about the desired orientation by large varia-
tions, but in fact it is changing its orientation by a small
amount from its initial orientation (p radians from the
target orientation) in the positive and negative direc-
tions, which is mathematically equivalent to roughly �p
radians from the target orientation.

Lastly, Fig. 11 depicts the decline of the performance
index, P (which is measure of the compositive `error'), as
the system moves from its original con®guration toward
the target con®guration. The second stage of the control
system kicks in at around 0.35 s when P has declined to
below the preset error tolerance.

6 Conclusions

A multisegment, multijoint model of a falling animal
together with a two-stage control system has been
constructed. The system is capable of executing zero-
momentum angular turns, simulating the animal's self-
righting re¯ex autonomously using only simple feedback

schemes. The executed turns exhibit the salient features
of a cat's air-righting re¯ex as reported by other
researchers: The large motion of the turn is executed
with a strategy that tries to achieve the rotation in
minimum time (i.e., by minimizing the total moment of
inertia of the system about the global axis of rotation).
However, minimum time is not achieved strictly because
of the concurrent action of subsystems. The animal stays
in the desired ®nal orientation for the rest of the fall with
minimal control. The system incorporates features
whereby the model can reprogram itself in repeated
trials to improve its performance. In addition, the use of
autonomous subsystems o�ers the possibility of distrib-
uted computing and control.

Appendix

Consider a system composed of n rigid bodies that are free to move
in three-dimensional space. Let xi � �xi; yi; zi�T and hi � �hi;/i;wi�
represent the position of the center of mass and the angular ori-
entation of body i relative to an inertial frame, respectively. The
elements of hi may be any set of consistent angular measures such
as Euler angles. Then, the translational motion of the body can be
described by Newton's second law of motion:

mi�xi � fi�t� �7�
where mi is the mass of body i; �xi � d2x

dt2 , and fi is the 3� 1 vector of
the resultant external forces acting on the body.

Also, the rotational motion of the body can be described by
Euler's equations:

Ii _xi � ni�t� ÿ xi � Iixi �8�
where xi is the angular velocity vector of body i, measured in an
inertial frame but referred to an orthogonal reference frame ®xed in
body i; _xi � dxi

dt ; Ii is the 3� 3 moment of inertial matrix of body i;
and ni is the vector of the resultant external moments acting on
body i. It can be shown that, in general xi � Gi�hi� _hi where Gi is an
invertible 3� 3 matrix that transforms coordinates from the ®xed
inertial reference frame to the body-®xed reference frame.

Now, the equations of motion for body i can be written in
compact form as:

Mi�qi � gi�qi; _qi; t� �9�
where qi � �xi

T hi
T �T , and gi includes fi; ni, and the gyroscopic terms

[second term on right-hand side of (8)]. In (9), Mi is a 6� 6 matrix
given by:

Mi �

mi 0 0 . . .

0 mi 0 . . .

0 0 mi . . .

. . . . . . . . . Ii

2666666666

3777777777
�10�

Now suppose that the motion of the n bodies considered above is
constrained such that the elements of qi �i � 1; 2; . . . ; n� are no
longer independent. If there are m such constraints, they can be
expressed most generally in the form of a set of nonlinear algebraic
equations (holonomic constraints):

/j�q1; q2; . . . ; qn� � 0 j � 1; 2; . . . ;m �11�

This can be written in more compact form as:

/�q� � 0 �12�

Fig. 11. Decline of the performance index over time
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where now / is an m� 1 vector function of the 6n elements of the
vector

q � �q1T ; q2
T ; . . . ; qn

T �T :
The equations of motion for the n free bodies in (10) can be
combined with the m constraints in (12) using the method of La-
grange multipliers to obtain:"
M UT

q

Uq 0

#"
�q
ÿk

#
�
"
g
ÿc

#
�13�

where now M is a 6n� 6n global mass matrix made up of con-
catenating Mi diagonally; g is a 6n� 1 vector obtained by con-
catenating gi; k is the m� 1 vector of Lagrange multipliers; Uq � @U

@q
and c � Uq _q. The m� n matrix Uq is known as the Jacobian of /
with respect to q (Nikravesh 1988; Shabana 1989).

Equation (13) represents a di�erential-algebraic system of
equations in 6n� m unknowns, with the di�erential portion made
up of 6n coupled, nonlinear, ordinary di�erential equations.
Knowing the external forces and moments acting on individual
bodies at any time and the initial conditions for the system, (13) can
be solved for q�t�; q�t� and k�t� using appropriate numerical
methods (see Petzold 1983; Shabana 1989). In this modeling ex-
ample, if a control torque exerted by actuator Si a�ects bodies Bj
and Bk , it is included in (13) as an external torque for body j in gj
and an equal but opposite external torque on body k in gk . The
equations are then numerically inverted and integrated for one time
step, at which time all quantities are updated in accordance with
the control laws and independent external forces. Also, in this case,
Euler parameters rather than real angles were used to represent the
orientation of each body in inertial space. The reason for this is that
Euler parameters (a set of four parameters subject to one algebraic
constraint) exhibit much better behavior in numerical analysis and
are unlikely to cause any numerical instabilities as, for example,
Euler angles [see Goldstein (1980) and Nikravesh (1988) for a
discussion of Euler parameters and their use].
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