
Chapter 1

The integer quantum Hall e↵ect I

H.L. Stormer: Nobel Lecture

Learning goals

• We know the basic phenomenology of the quantum Hall e↵ect (QHE)
• We know the structure of the lowest Landau level (LLL)
• We understand the role of disorder for the QHE.

• K. von Klitzing, G. Dorda, and M. Pepper, Phys. Rev. Lett. 45, 494 (1980)

In large parts of this chapter we follow reference [2].

1.1 Preliminaries

The Lorentz force acting on charged particles moving in a two-dimensional plane leads to a
build-up of charges perpendicular to the direction of motion. This is the classical Hall e↵ect
first discussed by Edwin Hall in 1879 [3]. To understand this, let us consider a two-dimensional
system which is translationally invariant. We move to a frame moving with �v where we
therefore see a current

J = nev, (1.1)

where n is the particle density and e the electron charge. In the laboratory frame we have E = 0
and B = Bẑ. Hence, in the moving frame we obtain

E = v ^B and B = Bẑ. (1.2)

We can express the electric field as

E =
B

ne
J ^ ẑ. (1.3)
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Figure 1.1: Measured Hall resistivity as a function of an applied back-gate which leads to a
change in the particle density n. The pronounced plateau is the hallmark of the quantum Hall
e↵ect. Figure taken from Ref [1].

The resistivity ⇢ is defined as the relation between the current and the electric field Eµ = ⇢µ⌫J
⌫ .

We thus find

⇢ =
B

ne

✓
0 1
�1 0

◆
) � =

ne

B

✓
0 �1
1 0

◆
. (1.4)

We see that owing to the non-zero �xy the longitudinal resisitivity ⇢xx = �xx = 0 is equal to the
longitudinal conductivity. Moreover, the Hall resistivity is proportional to the magnetic field

⇢xy =
B

ne
. (1.5)

This is in striking contrast to the seminal discovery of von Klitzing and his co-workers in 1980
[1], see Fig. 1.1. The only ingredient in our theoretical model so far, however, was translational
symmetry. In the following, we first take steps towards a quantum mechanical understanding of
electrons in a magnetic field before we come back to the issue of translational symmetry breaking
via disorder.

1.2 Classical Lagrangian

To motivate how the magnetic field enters our quantum mechanical description, we recall that the
classical equations of motions are reproduced by the following Lagrangian L = m

2 ẋ
µẋµ� eẋµAµ.

� @

@t

@L
ẋµ

+
@L
@xµ

= 0 ) mẍ = �eBẏ and mÿ = eBẋ. (1.6)

The canonical momentum is given by pµ = @L
ẋµ

= mẋµ � eAµ and therefore the Hamiltonian
reads

H(xµ, pµ) = ẋµpµ � L(xµ, ẋµ) = 1

2m
(pµ + eAµ) (pµ + eAµ) . (1.7)

With this small detour into classical mechanics we are now in the position to tackle the quantum
mechanical problem of a particle in a magnetic field.
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1.3 Landau levels

We have to solve for the eigenstates of the following Hamiltonian

H =
1

2m
(p+ eA)2. (1.8)

As only the vector potential A enters the Hamiltonian we have to chose an appropriate gauge.
For now we choose the Landau gauge where A = xBŷ. We check that r ^A ⌘ B = (@xAy �
@yAx)ẑ = Bẑ. Inserted into the above Hamiltonian we obtain

H =
1

2m

h
p2x + (py + exB)2

i
. (1.9)

We immediately observe that this Hamiltonian has a translational symmetry in y direction. We
therefore choose the following ansatz for the wave function  (x, y) = eikyfk(x). With this ansatz
we obtain a family of one-dimensional problems (one per momentum k in y-direction)

hk = �~2@2x
2m

+
1

2
m!2

c

�
x+ kl2

�2
with !c =

eB

m
and l =

r
~
eB

. (1.10)

We see that we are dealing with a (displaced) one-dimensional harmonic oscillator. The charac-
teristic frequency is known as the the cyclotron frequency !c. The displacement is proportional
to the y-momentum and measured in the natural length scale, the magnetic length l. Solving
the harmonic oscillator we find that

1. ✏k = ~!c

�
s+ 1

2

�
with s 2 N.

2. For s = 0, i.e., the LLL the wave function is a Gaussian centered at Xk = �kl2

 (x, y) =
1q

⇡1/2Lyl
eikye�

1
2l2

(x+kl2)2 =
1q

⇡1/2Lyl
eikye�

1
2l2

(x�X
k

)2 , (1.11)

where Ly is the extent in y-direction as shown in Fig. 1.2.

3. We have a vastly degenerate system. The number of degenerate states in each LL is given
by

N =
Ly

2⇡

Z L
x

/l2

0
dk =

LxLy

2⇡l2
=

LxLyB

�0
, (1.12)

where �0 = h/e is the magnetic flux quantum. In other words, per magnetic flux quantum
that penetrates the sample we have one state per Landau level.

Before we continue we should remind ourselves that in the case of huge degeneracies any pertur-
bation might have dramatic e↵ect. Moreover, the choice of basis can facilitate the description
of these e↵ects. For the case of a magnetic field, the choice of gauge determined the shape of
the basis wave-functions. We will come back to this point later.

Xk = �kl2 x

y

Figure 1.2: Eigenfunctions of the LLL in the Landau gauge.
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1.4 Currents

We set out to understand the Hall conductivity. To make further progress, we need to calculate
currents. We evaluate the current operator in y direction, Jy = � e

m(py + eAy), in the LLL
eigenfunctions

h |Jy| i = � e

m⇡1/2l

Z
dx e�

(x�X

k

)2

2l2 (~k + eBx)e�
(x�X

k

)2

2l2 (1.13)

= � e!c

⇡1/2l

Z
dx e�

(x�X

k

)2

l

2 (x+ kl2) = � e!c

⇡1/2l

Z
d↵ e�

↵

2

l

2 ↵ = 0. (1.14)

The last equality holds as the integrand is odd under ↵ ! �↵. In other words, no net current
is flowing as shown in Fig. 1.3.

�

+

x

Jy(x)

Figure 1.3: Current distribution in the lowest Landau level.

For a current to flow, we need to add an electric field in x-direction V (x) = eEx. We still
are translationally invariant in y-direction and the one-dimensional problem is changed to

hk = �~2@2x
2m

+
1

2
m!2

c

�
x+ kl2

�2
+ eEx (1.15)

= �~2@2x
2m

+
1

2
m!2

c

✓
x+ kl2 +

eE

m!2
c

◆2

� eEX 0
k +

1

2
mv̄, (1.16)

where the center of the Gaussians is shifted

X 0
k = �kl2 � eE/m!2

c (1.17)

and an additional energy 1
2mv̄2 with v̄ = �E/B is arises from the drift of the electrons. The

immediate conclusion is that the new energy depends on k, i.e., the huge degeneracy is lifted

✏k =
1

2
~!c + eEX 0

k +
1

2
mv̄2. (1.18)

With an energy that depends on k we can also calculate a non-zero group velocity

vgroup =
1

~
@✏k
@k

=
eE

~
@X 0

k

@k
= �eE

~ l2 = �E

B
= v̄. (1.19)

We this we reach the classical result

hJyi = �ev̄ ) �xy = �ne

B
. (1.20)

We this result we reach the same conclusion as with the classical manipulations based entirely
on translational symmetry in the beginning of this chapter. In order to make further progress
we should take a closer look at the finite extent of a realistic sample as well as on disorder e↵ects
to understand the quantization of �xy.
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1.5 Edge states

V (x): sample edges

LLL (s = 0)

s = 1

s = 2

Xk

Figure 1.4: Edge states from curved Landau levels.

We try to build an understand-
ing of the influence of the edges
of a two dimensional sample by
considering a strip which is finite
in x-direction and infinite (or pe-
riodic) in y-direction. The ba-
sis wave functions of the LLL, or
equivalently the gauge choice for
A, which we used above is opti-
mally tailored to this geometry.
Remember that the wave func-
tions are localized in x-direction
with a typical extent l. If we now consider a potential V (x) that confines the electrons to a finite
region which is smooth over the length-scale l, we can expect the wave function to remain ap-
proximately Gaussian. However, the wave functions centered in the vicinity of the edges will be
lifted in energy. As the position of the wave function is linked to the momentum k in y-direction
we obtain dispersive edge channels.

Figure 1.5: Classical
skipping orbits.

In order to determine how the current is distributed we again
calculate the group velocity.

vgroup =
1

~
@✏k
@k

=
1

~
@✏k
@Xk

@Xk

@k
= � l2

~
@✏k
@Xk

=

(
< 0 right edge

> 0 left edge
.

(1.21)
These simple manipulations reveal that the two opposite edges carry
opposite current. This can also be understood from the classical
“skipping orbits” picture as shown on the left.

In order to calculate �xy we now apply a voltage VH between the
two edges (in x-direction) and calculate the resulting current along the sample (in y-direction).
Moreover, we assume that the Fermi energy EF lies in between two Landau levels.

VH

EF

Figure 1.6: Voltage bias.

The obtain the total current Iy we sum over the contri-
bution evk of all occupied states

Iy = �e

Z 1

�1

dk

2⇡

1

~
@✏k
@k

nk, (1.22)

where nk is the occupation probability of the k’th mode.
Under the assumption that we only fill the LLL and that
we are at zero temperature the occupation numbers only take the values nk = {1, 0}. Under
these assumptions we arrive at

Iy = � e

h

Z µ
R

µ
L

d✏ = � e

h
(µR � µL), (1.23)

where µR/L are the respective chemical potentials on the two sides. As we can write eVH =
µR � µL we arrive at

Iy = �e2

h
VH ) �xy = �e2

h
. (1.24)

Let us move now the Fermi energy in between any two LL and we immediately conclude that

�xy = �⌫
e2

h
, (1.25)

where the integer ⌫ counts the number of filled LL’s.
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Figure 1.7: Chemical potential stuck to Landau levels.

1.5.1 The e↵ect of disorder

The above result is strongly suggestive that one dimensional edge channels are responsible for
the transport in the quantum Hall e↵ect. Generically the current carried by a one-dimensional
channel is given by

I =
e2

h
|T |2, (1.26)

where |T |2 denotes the probability for an electron to be transmitted through a disordered region.
However, our edge channels are chiral where the electrons have no way to be back-scattered and
therefore |T |2 = 1. These arguments explain why even in the case of a disordered sample �xy
can be quantized. However, we did not yet reconcile a quantized �xy with the general result
�xy = ne/B for a clean system.

We assumed the Fermi energy to lie between two Landau levels. Let us see under which
conditions this can be the case. We assume the sample to be Lx wide and the edge region which
is curved up to extend over the length W ⌧ Lx. From the finite size (or periodic) quantization
in y-direction we know that the momentum can take the values ki =

2⇡
L
y

i with i 2 Z. Hence, we
find for the centers of the Localized wave functions Xi =

2⇡
L
y

l2i. We now count how many wave
functions fit into the bulk and how many into the edge:

edge :
W

Xi �Xi�1
/ Ly, bulk :

Lx

Xi �Xi�1
/ LxLy. (1.27)

We see that there are extensively many bulk states but only a sub-extensive number of edge
states as shown in Fig. 1.7.

Translated to a fixed density but varying magnetic field B we find that for almost all values
of B the Fermi energy will lie in the bulk, not the edge! Meaning, our assumption that the
we have a completely filled LL and the relevant physics is happening only on the edge was not
justified. Hence we need to get a better understanding of disorder e↵ects.
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Chapter 2

Scaling theory of localization

Learning goals

• We appreciate the role of the dimensions for the localization of electrons.
• We can reproduce the gang-of-four scaling plot.

• M. A. Paalanen G. A. Thomas, Helv. Phys. Acta 56, 27 (1983)

2.1 Conductance versus conductivity

We want to study the influence of disorder on the electrical resistance R relating the applied
voltage U to the electrical current I

U = RI. (2.1)

R connects two macroscopic observables and therefore characterizes a macroscopic sample. The
conductance g is defined as the inverse of the resistance

g =
1

R
. (2.2)

These quantities have to be contrasted with the microscopic quantities such as the conductivity
�

j = �E, (2.3)

where E is the electric field and j the microscopic current density. In this chapter we want to
understand if there is a simple bridge between the microscopic quantity � (which we might be
able to calculate from first principles in simple model situations) and the macroscopic conduc-
tance g. We try to do so by starting from a relatively small system where we are in principle up
to the task of calculating g exactly. We then want to successively increase the system size and
see what we can deduce.

2.2 One parameter scaling

The key step in the program of successively increasing the system size dates back to the very
influential paper by what we now call the the “gang of four”: Abrahams, Anderson, Licciardello,
and Ramakrishnan [1]. Their key insight was that the conductance g(2L)of a block of size 2L
only depends on one parameter, namely the conductance g(L) of the block of size L out of which
the larger was formed, cf. Fig. 2.1. In other words

g(2L) = f [g(L)] and not g(2L) = h[g(L), L, . . . ]. (2.4)
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Figure 2.1: Setup for the renormalization of the conductance.

This statement is not easy to motivate in a systematic way. Instead of attempting to legitimate
(2.4), we want to analyze its consequences in the following. To make further progress we write
(2.4) in a form that contains no scales

L

g

dg(L)

dL
=

d log(g)

d log(L)
= �(g). (2.5)

Let us have a look at simple limiting cases.
For a good conductor g � 1 we know that the “one parameter scaling” holds in the form of

Ohm’s law

R = ⇢
L

A
= ⇢

L

Ld�1
) g = �0L

2�d. (2.6)

From this we immediately obtain

d log(g)

d log(L)
= d� 2 ) lim

g!1
�(g) = d� 2. (2.7)

In the other limit of very strong disorder, all wave-function will be exponentially localized.
Therefore, we expect the conductance to behave as

g(L) / e�L/⇠ ) d log(g)

d log(L)
= �L

⇠
= log(g). (2.8)

Hence in the limit of vanishingly small conductance, the � function reads

lim
g!0

�(g) = log(g). (2.9)

We summarize these results in Fig. 2.2. Due to the dependence of the �-function on the dimen-
sion d, disorder seems to have very di↵erent e↵ects depending on the spatial dimension. Let us
discuss the consequences of Fig. 2.2 for one, two, and three dimensions separately.

2.2.1 One dimension

In one dimension, �(g) < 0 is always negative. In other words, by increasing the system size,
the conductance g always flows to zero, irrespective of the conductance of a short section of the
wire.

Let us define a localization length ⇠, where g(L = ⇠) = 1. We find

d log(g)

d log(L)
= �1 ) g(L) =

g0
L

) ⇠ ⇠ g0, (2.10)

where g0 is the conductance calculated for a small segment.
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Figure 2.2: Plot of �(g) as a function of log(g) for various dimensions. Figure take from Ref. [1]
(Copyright (1979) by The American Physical Society).

2.2.2 Two dimensions

In two dimensions we encounter a somewhat more intriguing situation. For large values of g the
�-function is zero. In other words, to first order in 1/g, the conductance does not change under
a change in L. Such a situation is called marginal. As we have identified the limit g � 1 as
the classical regime where Ohm’s law holds, this means quantum corrections will play a crucial
role in how �(g) behaves away from g � 1. These quantum corrections are called “weak (anti-)
localization”. Their detailed calculation is beyond the scope of this course. However, we can
estimate them using a simple trick. Let us just calculate the probability for a particle to return
to the point where we inject it into the system

P = |h †(x) (x)i|2. (2.11)

When we calculate h †(x) (x)i, we have to sum over all path the particle can take from x, back
to the same point x. In quantum mechanics, each path is associated with an amplitude and a
phase. Due to the disorder (which we try to study, after all), all paths sum up incoherently. If
we have a time-reversal invariant system, however, there are paths who’s amplitude and phase
are correlated as shown in Fig. 2.3. Owing to the time-reversal symmetry the blue and the red
path have a well defined phase relation. If we now calculate P the sum contains the following
contributions shown in Fig. 2.4.

Figure 2.3: Return probability.
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Figure 2.4: Interference in the return probability.

From this we conclude that we can have two distinctly di↵erent situations

1. T 2 = �1 ) the return probability P is reduced, hence quantum mechanical e↵ects lead
to more extended states and we deal with weak anti-localzation.

2. T 2 = 1 ) the return probability P is enhanced, i.e., the states are more localization:
weak localization.

However, a word of caution is in order here! When applying this argument for spin-1/2 fermions
we generically have T 2 = �1. But if the Hamiltonian does not mix the spin degrees of freedom,
we can go to the individual spin sectors and describe the physics as two spin-0 problems. In this
case however, T 2 = 1. The situation changes if we deal with spin-orbit coupling. In this case we
have to stick with the spin-1/2 description and therefore we generically expect anti-localization
in this case.

Let us now analyze the case of no spin-orbit interactions, i.e., weak localization. We solve
the equation

d log(g)

d log(L)
= �C

g
or

dg

d log(L)
= �C < 0. (2.12)

We find
g = g0 � C log(L/l), (2.13)

where l is the small length at which we managed to solve the problem exactly and found g(l) = g0.
We can now again determine the localization length by equating g(⇠) = 1 to find

⇠ ⇠ leg0/C . (2.14)

Indeed, all states are localized. However, g � g0 and the localization length is astronomical.

2.2.3 Three dimensions

Three dimensions (or two with spin-orbit) are the most interesting cases. Depending on the
initial value g0, �(g) is either positive or negative, i.e., a macroscopic sample can either be
conducting or insulating. In other words, there is a metal-insulator transition as a function of
g0. For the time being three dimensions are not in the scope of the course and we will come
back to it (and spin-orbit in two dimensions) later.
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Chapter 3

The integer quantum Hall e↵ect II

Learning goals

• We know the pumping argument of Laughlin and the concept of spectral flow.
• We know that there is always a delocalized state in each LL.
• We know that �xy is given by the Chern number.
• We understand why the Chern number is an integer.

• K. von Klitzing, G. Dorda, and M. Pepper, Phys. Rev. Lett. 45, 494 (1980)

3.1 Laughlin’s argument for the quantization of �xy

In the following we try to understand the pumping argument presented by R. Laughlin [1].

3.1.1 Spectral flow

The idea of spectral flow is central to the pumping argument of Laughlin. We try to understand
this idea on the example of a particle on a ring threaded by a flux �

H =
1

2
(�@� � eA)2 )  n(�) =

1p
2
ein� with ✏n =

1

2

✓
n� �

�0

◆2

. (3.1)

After the insertion of a full flux quantum �0, the Hamiltonian returns to itself. However, if
we follow each state adiabatically, we see that the first excited and the ground state exchanged
their positions. This situation is called spectral flow: While the spectrum has to be the same
for � = 0 and � = �0, the adiabatic evolution does not need to return the ground state to
itself! This is illustrated in Fig. 3.1. While the example of a particle on a ring is particularly
simple, the same situation can occur for a general setup where after the insertion of a flux �0
the original ground state is adiabatically transferred to an excited state. Let us now see how
this spectral flow e↵ect applies to the quantum Hall problem.

3.1.2 The ribbon geometry

Laughlin proposed that if �xy is quantized, it should not depend on the details of the geometry.
One is therefore allow to smoothly deform a rectangular sample in the following way: where
in the last step we replaced the applied voltage V ! @t� with the electromotive force of a
time-dependent flux through the opening of the “Corbino” disk.

Let us see what happens when we inset this flux. We make use of the eigenfunctions in
the radial gauge1  ⇠ zm exp(�z⇤z/4), where z = (x + iy)/l which we can also write as

1See exercise 9.2.

17

http://dx.doi.org/10.1103/PhysRevLett.45.494


Figure 3.1: Spectral flow.

Figure 3.2: Change of geometry for Laughlin’s pumping argument.

eim�rm exp(�r2/4l2). Again, we see that these are Gaussians in one of the coordinate, how-
ever, shifted in radial direction depending on m. By calculating @r = 0 we find that they are
localized around rm =

p
2ml. Therefore the flux enclosed by the m’th wave function is given by

⇡r2mB = 2⇡m
~
eB

B = m�0. (3.2)

We now add slowly another flux �0 into the opening of the Corbino disk. Slowly means on a
time-scale t0 � 1!c, such that we do not excited any particles into the next LL. From the above
considerations we conclude that

rm(�) ! rm(�+ �0) = rm+1(�). (3.3)

In other words, by inserting a flux quantum we transferred one state from the inner edge of the
disk to the outer perimeter. To reach equilibrium, the system will let the charge relax again and
we obtain

V�̂ = �@�
@t

=
h

et0
; Ir̂ =

e

t0
) �xy =

Ir̂
V�̂

= �e2

h
. (3.4)

This closes the argument of R. Laughlin [1]: The insertion of one flux quantum transfers a
quantized charge across the ribbon and hence leads to the quantized Hall conductance measured
in the experiment. At this point it is in place to review the assumptions that went into this
argument
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a b c

Figure 3.3: (a) Chemical potential below the center of the LL: All states are localized in the
form of orbits around lakes. (b) At the percolation threshold there is one shoreline connecting
the two sides of the sample. (c) Above the middle of the LL all but the two edge states are
localized around islands.

1. ~/t0 ⌧ ~!c, i.e., we adiabatically inserted the flux. This is well justified as �xy describes
linear response.

2. Spectral flow lead us to an excited state, i.e., the system was sensitive to the flux insertion!

How does this compare to the fact that we argued in the last chapter that in two dimensions all
eigenstates are localized? After all a localized state in the vicinity of the outer edge should not
feel anything of the flux inserted in the middle!

3.2 The percolation transition

In the last lecture we have seen that for spinless fermions and for a time-reversal invariant
system all states are localized in two spatial dimensions. How can we reconcile this with the
above argument for the quantization of �xy. The answer is, that for the case of a magnetic field,
where time reversal symmetry is broken, the gang-of-four argument does not hold.

There is, however, a relatively simple picture in terms of percolating clusters. We know that
eigenstates in a disordered LL level are given by orbits along equipotential lines.2 The question
is, if there is always an orbit in each LL that connects the two edges of our Corbino disk. If this
is the case, this state mediates the sensitivity to the flux insertion and Laughlin’s argument goes
through also in the disordered case. Luckily the answer to this question is an a�rmative yes!

In Fig. 3.3 energy landscape for a disordered LLL with a confinig potential is shown. Eigen-
states are given by equipotential orbits. At low chemical potential µ as shown here, all orbits
are “lakes” and hence all states are localized.

When filling in more water (raising µ) we switch at some point from “lakes” to “island”.
Right at the point where this happens, the shoreline has to connect through the whole sample.
This is the sought after extended state in the middle of the sample. Above the center of the LL
we are left with “islands” where all states in the bulk are localized. However, we get one edge
state on either side of the sample as discussed for the case of no disorder.

We can now summarize our discussion of disorder e↵ects: (i) We found the extended state in
the LL needed for Laughlin’s pumping argument to hold. (ii) The disorder allows the chemical

2See exercise number one.
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potential to smoothly change also between the LL’s. Therefore, there is an extensive window
where the chemical potential lies in the range of the (mobility) gap and hence we find

�xy = �e2

h
⌫ ⌫ 2 Z. (3.5)

3.3 The TKNN integer

We have now seen that the Hall conductivity has to be quantized in two independent ways.
Once, we saw that the edge states of the QHE are chiral one dimensional channels which carry a
conductivity of e2/h. On the other hand, we saw that the pumping argument requires �xy to be
quantized. In both cases the e↵ect was not only stable to disorder but actually required a certain
amount of dirt the lift the huge degeneracy of the LL’s which made the chemical potential to
cling to the bulk states. The obvious question is now if there is a deeper, “topological” reason
that links these two arguments given above. The answer was given in another seminal paper by
Thouless, Kohmoto, Nightingale, and den Nijs (TKNN) in 1982 [2].

3.3.1 Landau levels on the torus

The original paper [2] considered electrons in a periodic potential. Here we want to follow a
di↵erent route inspired by Avron and Seiler [3] (See also lecture notes by A. Kitaev).

x

y

L
x

L
y

Figure 3.4: Real space
torus.

We consider the problem of a magnetic field on a torus. We
use the gauge field

Ax =
�x

Lx
, Ay =

�y

Ly
+Bx, (3.6)

where we added fluxes �x/y through the openings of the torus. The
boundary conditions on the torus in the presence of a magnetic
field are somewhat non-trivial. Let us define them with respect
to the magnetic translation operators which are defined via the
canonical momentum operator (i~r� eA)

TA
u = e

i

~u·p = e
i

~u·(i~r�eA) = e
ie

~ u
y

BxTA=0
u . (3.7)

Note that these operators depend on the choice of gauge. To derive the boundary conditions,
we now consider u1 = (Lx, 0) and u2 = (0, Ly).

TA
u1
 (x, y) =  (x+ Lx, y)

!
=  (x, y), (3.8)

TA
u2
 (x, y) = e

ie

~ BxL
y (x, y + Ly)

!
=  (x, y). (3.9)

These two conditions are only compatible if

TA
u1
TA
u2

= TA
u2
TA
u1
. (3.10)

This is only the case for
eB

~ LxLy =
LxLy

l2
= 2⇡n (3.11)

with n 2 Z. In other words, an integer number flux quanta has to pierce the surface of the
torus (we can only put quantized magntic monopoles inside the torus). One can also see that
the boundary conditions contain a “gluing phase”

 (0, y) =  (Lx, y), (3.12)

 (x, 0) = e�
ie

~ BxL
y (x, Ly). (3.13)

20



In order to appreciate the role of (�x,�y) we calculate the Wilson loops

Wx(y) =

I
dxÃx(x, y) = BLxy + �x, (3.14)

Wy(x) =

I
dyÃy(x, y) = BLyx+ �y, (3.15)

where we absorbed the gluing phase in the vector potential Ã. W = (Wx(y),Wy(x)) is a gauge
invariant vector and shows that on a torus a magnetic field breaks all translational symmetries.
Moreover, we see, that we can view (�x,�y) as a shift in (x, y). Equipped with these details
about the problem of a magnetic field on a torus we now want to embark on the calculation of
the Hall conductivity.

3.3.2 Kubo formula

For a microscopic calculation of the conductivity we need a bit of linear response theory. We
are interested in the (linear) response of a system to a (small) applied perturbation. In our case
the response of interest is the current density j(r) = e

2m

P
i[pi�(r � ri) + �(r � ri)pi)]. The

perturbation is given by an applied electric field E = �@tA. The perturbing Hamiltonian can
therefore be written as

H 0 = �
Z

dr j(r) ·A(r), (3.16)

We are interested in the expectation value of the current density operator

j̄(r, t) = h |U †(t)j(r, t)U(t)| i with U(t) = Tte
� i

~
R
t

�1 dt0H0(t0), (3.17)

and

j(r, t) = e
i

~
R
t

�1 dt0 H0(t0)j(r)e�
i

~
R
t

�1 dt0 H0(t0) and H 0(t) = e
i

~
R
t

�1 dt0 H0(t0)H 0e�
i

~
R
t

�1 dt0 H0(t0)

(3.18)
Here, Tt is the time-ordering operator and | i is the unperturbed ground state of the original
HamiltonianH0. As usual for perturbation theory, we switched to the interaction representation.

We assume the vector potential in H 0 to be given by A = (�x/Lx,�y/Ly)et/⌧ , which cor-
responds to slowly turning on the fluxes through the opening of the torus. Moreover, we only
drive with a spatially constant field. Note, that A0 = Bxŷ is not included in H 0 as this is not
considered to be small but part of the unperturbed Hamiltonian H0. In linear response we can
expand the exponent in U(t) to obtain

j̄↵(r, t) =
i

~
X

�

Z t

�1
dt0A�(t

0)h[j↵(r, t),
Z

dr0j�(r0, t0)]i (3.19)

=
i

~
X

�

Z t

�1
dt0A�(t

0)h[j↵(r, t), J�(t0)]i. (3.20)

We write J�(t0) for the q = 0 Fourier-component of the current as it represent the total current.
Moreover, as we only drive with q = 0, we only get response at this wave vector. To make this
clearer we take the Fourier transform on both side with respect to r

J̄↵(t) =
i

~
X

�

Z t

1
dt0

��

L�
e

t

0
⌧

| {z }
=⌧E0

�

et
0
/⌧

h[J↵(t), J�(t0)]i. (3.21)
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We can now relate the current density3 to the final driving field E0
y to obtain an expression for

the Hall conductance

�xy(t) =
i⌧

~v

Z t

�1
dt0 e

t

0
⌧ h[J↵(t), J�(t0)]i (3.22)

The result (3.22) is known as the Kubo formula. Let us review this result again: The first current
operator arises as we measure a current. The second one because the perturbing Hamiltonian
H 0 is also proportional to the current. The commutator originates from the perturbation theory
where U(t) is once acting from the left and once from the right. The multiplication by ⌧
accounts for the time derivative linking the electric field E and the vector potential A. Finally,
in our derivation we made the explicit assumption that we turn on the fluxes �↵ adiabatically.
Certainly the Kubo formula is more general and can be derived for an arbitrary time and space
dependence of the perturbation.

To make progress we manipulate (3.22) further

�xy = �xy(t = 0) =
i⌧

~v

Z 0

�1
dt0 ⌧et

0/⌧ h[J↵(0), J�(t0)]i (3.23)

=
i

~v

Z 1

0
dt1

Z 0

�1
dt2h[Jx(t1), Jy(t2)]ie�

t1�t2
⌧ (3.24)

=
i

~h[Q
+
x , Q

�
y ]i, (3.25)

where the operators Q±
↵ are defined as

Q+
↵ =

1

L↵

Z 1

0
dt e�t/⌧J↵(t), and Q�

↵ =
1

L↵

Z 0

�1
dt et/⌧J↵(t). (3.26)

To evaluate the above formula for �xy we apply the adiabatic approximation: We try to exchange
the current operators in (3.22) with something that explicitly only depends on the ground state
wave-function | ti at a given time during the turn-on process. At this point it is convenient to
introduce the (dimensionless) phases

'↵ = �↵/�0 =
e

~�↵. (3.27)

Inserted into (3.16) we have

H 0 = �
Z

dr j(r) ·A(r) = �
X

↵

J↵
�↵

L↵
et/⌧ = �

X

↵

J↵
~
e

'↵

L↵
et/⌧ . (3.28)

Let us write the ground state wave function at t = 0 by evolving the t = �1 wave function
assuming '↵ to be small

| 0i = T̂te
� i

~
R 0
1 dt0 H0(t0)| �1i ⇡ | �1i �

X

↵

i

e
'↵Q

�
↵ | �1i. (3.29)

We now make use of the adiabatic approximation: We assume that we do not induce any
transitions to states above a postulated energy gap. Moreover, the state at t = �1 does not
depend on '↵. When taking the derivative @/@'↵ on both sides of Eq. (3.29) we obtain

Q�
↵ | 0i = ie

����
@ 0

@'↵

�
. (3.30)

3Note that by taking the Fourier-transform

J̄(q) =

Z
dreiq·rj̄(r)

we switched from current density to the total current. However, �
xy

relates the driving field E to the current
density in J̄

x

/v = J̄
x

/L
x

L
y

. We account for that by dividing by the volume v = L
x

L
y

.
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We achieved our goal to replace the unwanted current operators! For clarity and to make
connection to more mathematical literature [4] we introduce the Berry connection

A↵ = ih 0|@↵ 0i, or A = ih 0|r 0i (3.31)

and the corresponding Berry curvature

F↵� = @↵A� � @�A↵ or F = r^A. (3.32)

We can now write for �xy

�xy =
e2

~ Fxy, (3.33)

Let us take the step from the adiabatic turning-on of the field to a dc-field. In that case the
field A grows linearly in time, or in other words, the phase 'x winds as a function of time. We
therefore average the above result over

R
d'x/2⇡. To make matters more symmetric, we also

average over 'y. This leads us to the formula

�xy =
e2

~

Z
d'xd'y

(2⇡)2
Fxy =

e2

h

Z
d'xd'y

2⇡
Fxy =

e2

h

C
2⇡

, (3.34)

where we identified the Chern number C [4]. In order to get a better understanding of Eq. (3.34)
we related it to the Berry phase of a spin-1/2 in a magnetic field before we motivate it to be
quantized to an integer number times the quantum of conductance e2/h.

3.4 The Berry phase

We would like to establish the link between the well known Berry phase [5] and the expression
for the Hall conductance derived above. Let us assume that we have a Hamiltonian H[R(t)]
that depends on time dependent parameters R(t). These parameters are supposed to evolve
slowly

~@Ri(t)

@t
⌧ �, (3.35)

where � is the minimal gap between the instantaneous ground state and the first excited state at
any given time t. If we start at t = 0 in the ground state, we will always stay in the instantaneous
ground state. However, along the way we will pick up a phase

ei'(t)| 0(R)i : i~@tei'(t)| 0(R)i = H[R(t)]ei'(t)| 0(R)i. (3.36)

Multiplying this expression from the left with h 0(R)|e�i'(t) we obtain

@t'(t) = ih 0(R)|rR| 0(R)i · @R
@t

� 1

~E0(R). (3.37)

Integrating this equation leads to

'(t)� '(0) =

Z R(t)

R(0)
h 0(R)|irR| 0(R)i · dR

| {z }
geometrical phase

� 1

~

Z t

0
dt0E0(t

0)
| {z }

dynamical phase

. (3.38)

If we now consider a path along a closed contour �, the dynamical phase drops out and we find

'� =

I

�
dl ih 0|rR 0i =

I

�
dlA =

Z

�
dSF , (3.39)
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where � is the area enclosed by the contour �. With this we see, that �xy is given by the Berry
phase4 of the ground state when we move the system once around the torus [0, 2⇡]⇥ [0, 2⇡]. Let
us gain a deeper understanding of the Berry phase by recalling the example of a spin-1/2 in a
magnetic field.

3.4.1 Spin-1/2 in a magnetic field

The Hamiltonian of a spin-1/2 in a magnetic field is given by

H = �h · � = �
X

↵=x,y,z

h↵�↵. (3.40)

If we write the magnetic field in spherical coordinates

hx = h sin(#) cos('), (3.41)

hy = h sin(#) sin('), (3.42)

hz = h cos(#), (3.43)

the ground state can be written as

|⇠1i =
✓

cos(#/2)
ei' sin(#/2)

◆
or |⇠2i =

✓
e�i' cos(#/2)

sin(#/2)

◆
. (3.44)

Both states |⇠1i and |⇠2i describe the ground state. However, |⇠1i is singular at # = ⇡ (or at the
south-pole), while |⇠2i is singular at the north-pole. In other words, we had to introduce two
patches on the sphere to obtain a smooth parameterization of the instantaneous eigenstates, see
Fig. 3.5. However, we can glue these two patches together via a gluing phase

|⇠1i = ei⇣(')|⇠2i with ⇣(') = ' (3.45)

along the equator. Let us calculate the Berry connection for the two states. Recall that in
spherical coordinates the di↵erential operators take the forms

rf =
@

@r
f r̂+

1

r

@

@#
f #̂+

1

r sin(#)

@

@'
f '̂, (3.46)

and

r^A =
1

r sin(#)

⇢
@

@#
[A' sin(#)]� @A#

@'

�
r̂+

1

r

⇢
1

sin(#)

@Ar

@'
� @

@r
(rA')

�
#̂

+
1

r

⇢
@

@r
(rA#)� @Ar

@#

�
'̂. (3.47)

With this we immediately find

A =
1

2r
'̂ ·

(
� tan(#/2) |⇠1i
cot(#/2) |⇠2i

and F = � ↵

2r2
r̂. (3.48)

Here, we introduced ↵ = 1 for later purposes. A few remarks are in order: (i) The “B”-field
F'# corresponds to a monopole field of a monopole of strength �↵ at the origin. This can be
seen by integrating F'# over the whole sphere S2

Z

S2

d⌦F = �↵. (3.49)

4Why to we call this a phase? Note that

0 = @
⌘

1 = @
⌘

h | i = h@
⌘

 | i+ h |@
⌘

 i = h@
⌘

 | i+ h@
⌘

 | i⇤ = a+ a⇤.

Therefore a = �a⇤ and hence, Re[a] = 0.
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Figure 3.5: Left: Two patches introduced by the gauge choice for the ground state of a spin-1/2
in a magnetic field. No single patch can describe all eigenstate. However, the two patches can
be glued together via ⇣('). Right: Triangulation of the torus where the gluing phase between
two individual patches i and j is indicated.

(ii) Integrated over the solid angle d⌦ we obtain a Berry phase ' = �↵
2 d⌦. (iii) The field A

corresponds to a monopole at h = 0. At h = 0 the Hamiltonian is zero, i.e., the system is doubly
degenerate. To appreciate this further, we write (see Ref. [5] for details)

F = B = r^ h |r i = hr | ^ |r i =
X

m 6=0

hr |mi ^ hm|r i =
X

m 6=0

h |rH|mi ^ hm|rH| i
(Em � E0)2

.

It is easy to show that r ·B = 0 if Em � E0 6= 0.
To take another step towards understanding the quantization of the Chern number, let us

show that ↵ cannot take arbitrary values. We calculate the Berry phase along a path � that
does not contain the south pole. For simplicity, let us take the equator. We can therefore write

'� =

I

�
dlA =

Z

�
d⌦F = �↵⌦(�)/2 mod 2⇡, (3.50)

where ⌦(�) is the solid angle of the surface �. We closed � such that � contains the north pole.
Alternatively we could have closed � to �0 = S2 � � and write

'� = �
Z

�0
d⌦F = ↵(4⇡ � ⌦(�))/2 mod 2⇡. (3.51)

In order for (3.50) and (3.51) to yield the same result we require

↵ 2 Z. (3.52)

This observation leads us back to the definition of the Chern number

C =
1

2⇡

Z

M
d⌦F 2 Z (3.53)

for any “well behaved”, compact, two-dimensional manifold M without boundaries. It can be
shown that C is a topological invariant of the fiber bundle looking locally like M ⇥ U(1), where
M = S2 is the base manifold defined by the parameters of the Hamiltonian (or more precisely,
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the parameters defining the projectors | 0ih 0| onto the ground state) and U(1) is called the
fibre defined by the phase of the ground state a any given point on S2. Note, however, that the
fibre bundle we are dealing with only locally looks like S2 ⇥ U(1). To get the full fibre bundle
we need to stitch together the two patches defined by |⇠1/2i. The role of the gluing phases ⇣ij
for patches i, j on the compact manifold M can be further highlighted through the formula

C =
1

2⇡

X

i<j

Z

�
ik

d⇣ij 2 Z. (3.54)

In other words, a non-vanishing Chern number C is intrinsically linked to the inability to chose
a smooth gauge, i.e., only if we have to chose several patches that we glue together with ⇣ij can
C be non-zero, see Fig. 3.5. A concrete example of this is our example of the spin-1/2 for which
we have

C =
1

2⇡

Z

S2

d⌦F = �1 =
1

2⇡

I

equator

d' ⇣('). (3.55)

For further details we refer to the book by Nakahara [4] for a detailed mathematical exposition
or the book by Bohm et al. [6] for a more physical approach. We finish this section by stating
the long-sought formula

�xy =
e2

h
⌫ with ⌫ 2 Z. (3.56)

3.5 Translation invariant systems

Above we made an e↵ort to formulate the derivation of �xy free of relations to momentum
integrals. This allows our formalism to be applied to disordered or interacting systems [3].
However, much of what will follow in Chern insulators and eventually the so-called “topological
insulators” will be formulated in translation-invariant systems.

Both for a systems in free space as well as on a lattice it is easy to see that the (quasi)
momentum k is doing nothing but making the wave-function acquire a phase exp(ik · x) which
is linearly growing in x. Moreover k↵ is the proportionality constant in ↵-direction. The fluxes
(�x,�y) do exactly the same. This can easily be seen by performing a gauge transformation

 (x) = eikx �!  0(x) = ei
e

~
R
x

0 dx0A(x0)eikx = ei
e

~�x

xeikx = ei(k+')x = eik
0x. (3.57)

We see that therefore the integrals over ' in (3.34) are nothing but momentum space integrals
for periodic systems [2]. Show to yourself that for a ground state wave-function which is a Slater
determinant of momentum eigenstates, the expression (3.34) is particularly simple.

3.6 Berry curvature as a magnetic field in momentum space

Before we move on to examples beyond Landau levels which carry a Chern number, we want to
get another intuition of what a non-zero Berry curvature represents. We consider electrons in a
periodic potential under a weak perturbation. Under the right circumstances one can describe
the dynamics in a semiclassical model described by the equations of motion for a wave-packet

ṙ = vn(k) =
1

~rk✏n(k), (3.58)

~k̇ = �e [E(r, t) + ṙ ^B(r, t)] , (3.59)

where n labels the n’th Bloch band. A proper derivation of these equations is beyond the scope
of this course. We refer the reader to Ashcroft & Mermin [7] for a basic introduction and to
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the excellent review by Xiao, et al. [8]. When band properties are taken more properly into
account, one finds the above equations have to be adjusted to read [8]

ṙ = vn(k) =
1

~rk✏n(k)� k̇ ^⌦n(k), (3.60)

~k̇ = �e [E(r, t) + ṙ ^B(r, t)] , (3.61)

with
⌦n(k) = h@k

x

'n(k)| ^ |@k
y

'n(k)i = Fn(k) (3.62)

the Berry curvature of the n’th band and 'n(k) the corresponding Bloch eigenfunctions. From
these equations we can conclude that the Barry curvature takes the role of a “magnetic field”
in k-space.
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Chapter 4

Chern insulators

Learning goals

• We know Dirac fermions.
• We know what a Chern insulator is.
• We are acquainted with the Chern insulator of Haldane’s ’88 paper.

• G. Jotzu, M. Messer, R. Desbuquois, M. Lebrat, T. Uehlinger, D. Greif, and T. Esslinger,
Nature 515, 237 (2014)

So far we have been dealing with systems subject to a magnetic field B. We could show
how their ground state can be described with a topological invariant, the Chern number. In the
present chapter we try to extend these ideas. The main question we are trying to answer is the
following: Can there be lattice systems with Bloch bands that are characterized by a non-zero
Chern number even in the absence of a net magnetic field? Such an insulator would be termed a
Chern insulator. Before we embark on this question, we need to understand a simple continuum
problem called the Dirac model.

4.1 Dirac fermions

Dirac fermions in two dimensions are described by the Hamiltonian

H(k) =
X

i

di(k)�i with d1(k) = kx, d2(k) = ky, d3(k) = m. (4.1)

The energies and eigenstates are given by

✏(k)± = d±(k) = ±
p

k2 +m2 and  ±(k) =
1p

2d(k)[d(k)� d3(k)]

✓
d3(k)± d(k)
d1(k)� id2(k)

◆
.

It is straight forward to show (exercise!) that the Berry connection of the lower band can be
written as

Aµ(k) = ih �(k)|@k
µ

 �(k)i = � 1

2d(k)[d(k) + d3(k)]

⇥
d2(k)@k

µ

d1(k)� d1(k)@k
µ

d2(k)
⇤

(4.2)

And the corresponding Berry curvature is given by

Fµ⌫(k) =
1

2
✏↵�� d̂↵(k)@k

µ

d̂�(k)@k
⌫

d̂�(k) with d̂(k) =
d(k)

d(k)
. (4.3)

Using our concrete d-vector we find

Ax =
�ky

2
p
k2 +m2(

p
k2 +m2 +m)

and Ay =
kx

2
p
k2 +m2(

p
k2 +m2 +m)

, (4.4)
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�
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= ± 1
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�
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= ± 1
2

“spectator”
fermions

Figure 4.1: Regularization of the Dirac spectrum due to a lattice.

and therefore
F↵� =

m

2(k2 +m2)3/2
. (4.5)

Let us plug that into the formula for the Hall conductance

�xy =
e2

h

1

2⇡

Z
dkF↵� =

e2

h

Z 1

0
dkk

1

2

m

(k2 +m2)3/2
=

e2

h

sign(m)

2
. (4.6)

We can draw several important insights from this results:

1. �xy 6= 0 ) we must have broken time-reversal invariance. How did this happen?

2. �xy 6= e2

h ⌫ with ⌫ 2 Z. How can this be?

Let us start with the first question. We have to make the distinction between two cases. (i) If
the �-matrices encode a real spin-1/2 degree of freedom the time reversal operator is given by

T = i�yK,

where K denotes complex conjugation. Therefore

T H(k)T �1 =
X

i

�di(k)�i = �kx�x � ky�y �m�z.

If we want to above Hamiltonian to be time reversal invariant we need this to be

T H(k)T �1 !
= H(�k) = �kx�x � ky�y +m�z.

From this we conclude that the Dirac fermions are only time reversal invariant for d3(k) = m = 0.
However, in this case, there is no gap in the spectrum at k = 0 and the calculation of �xy does

(⇡, 0)

(⇡,⇡)(0,⇡)

�

m = 4

m = 0 m = 2

Figure 4.2: Band touching for a simple Chern insulator.
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Figure 4.3: Left: spin-configuration of a skyrmion. Right: in-plane d-vector of H.

not make sense. (ii) For the case that the Pauli matrices describe some iso-spin where T = K,
we need to have H(k) = H(�k). Or in other words

d1(k) = d1(�k), d2(k) = �d2(�k), d3(k) = d3(�k).

From these considerations we conclude that our Hamiltonian breaks time reversal invariance in
either case and we can indeed expect a non-vanishing Hall conductance.

Let us now address the non-quantized nature of �xy. The quantization of �xy arises from
the quantized value of the Chern number. We have seen in our derivation, however, that it was
crucial that the domain over which we integrated the Berry curvature was closed and orientable.
Here we are in a continuum model where the integral over all momenta extends over the whole
R2. We have therefore no reason to expect �xy to be quantized.

There is value to formula (4.6), however. Imagine that the Dirac Hamiltonian arises from
some low-energy expansion (k ·p) around a special point in the Brillouin zone of a lattice model.
For the full lattice, the k ! 1 integral would be regularized due to the Brillouin zone boundary.
The whole system has a quantized Hall conductivity. However, the region close to the “Dirac-
point” contributes ±1/2 to the Chern number, see Fig. 4.1. Moreover, imagine a gap closing and
re-opening transition described by the Dirac Hamiltonian where m changes its value. In such a
situation the change in Chern number �C = ±2⇡. Therefore, the Dirac model is an excellent
way to study changes in the Chern number.

Before we continue to the simplest possible Chern insulator we state the following formula
without proof (exercise!)

H(k) =
2X

i,j=1

Aijki�j +m�3 ) �xy =
e2

h

sign(m)

2
sign(detA). (4.7)

4.2 The simplest Chern insulator

We obtain the simplest conceivable Chern insulator by elevating the Dirac model to a lattice
problem

d1 = kx ! sin(kx), d2 = ky ! sin(ky). (4.8)

The � matrices now act in a space of orbitals. The fact that the coupling between them is odd
in k means that they need to di↵er by one quantum of angular momentum, e.g., an s-type and
a p-type orbital. By symmetry, there can be an even in k term within each orbital, so we add
it to our model

d3 = m ! 2�m� cos(kx)� cos(ky).

The Hamiltonian is gapped (d(k) 6= 0 8k) except at the special points in the Brillouin zone
shown in Fig. 4.2.
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“ferromagnetic”
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“�1 Skyrmion”

Figure 4.4: Change of the d3 component at the first critical point.

We begin analyzing the Hamiltonian for m ⌧ 0 and m � 4. For m = ±1, the eigenstates
of the Hamiltonian are fully localized to single sites and the system certainly shows no Hall
conductance. Another way to see this is to observe that

1

2⇡

Z

BZ

dk ✏↵�� d̂↵@k
x

d̂�@k
y

d̂�

counts the winding of d̂(k) throughout the Brillouin zone, i.e., it provides us what we know as
the skyrmion number. In Fig. 4.3(a) we show a spin-configuration corresponding to a skyrmion.
When we now look at the planar part of the d-vector, we see that we have all laid out for a
skyrmion. The only addition we need is a sign change of d3 at the right places in the Brillouin
zone. This does not happen for m < 0 or m > 4. Note that exactly this sign change closes
the gap in a fashion describable by Dirac fermions. Hence we appreciate the importance of the
above discussion. It is now trivial to draw the phase diagram.

The case 0  m < 2: We start from m = �1 where �xy = 0 and go through the gap-closing
at k = 0 for m = 0. Around k = 0 we find

H = kx�x + ky�y �m�x.

Therefore

��xy =
e2

h


1

2
sign(�m)

����
m>0

� 1

2
sign(�m)

����
m<0

�
= �e2

h
= �xy.

The correspoding change in d3(k) is shown in Fig. 4.4.

2 < m < 4
“1 Skyrmion”

Figure 4.5: d3 component after the second gap closing.
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The case 2  m < 4: At m = 2 the gap closes at (⇡, 0) and (0,⇡). Let us expand the
Hamiltonian around these points

H(⇡,0) = kx�x � ky�y + (2�m)�z, (4.9)

H(0,⇡) = �kx�x + ky�y + (2�m)�z. (4.10)

From this we read out the change in �xy:

��xy = �2
e2

h


1

2
sign(2�m)

����
m>2

� 1

2
sign(2�m)

����
m<2

�
= 2

e2

h
. (4.11)

Note that the 2 in front stems from the two gap closings and the overall � sign arises from the
odd sign of the determinant A, cf. Eq. (4.7). Together with the value of �xy for 0 < m < 2 we
obtain

�xy = +
e2

h
.

The corresponding d3(k) is shown in Fig. 4.5.

The case 4  m: The last gap-closing happens at (⇡,⇡) for m = 4. At this point

H(⇡,⇡) = �kx�x � ky�y + (4�m)�z.

As before the change in �xy is given by

��xy =
e2

h


1

2
sign(4�m)

����
m>0

� 1

2
sign(4�m)

����
m<0

�
= �e2

h
.

And we arrive again at �xy = 0 as expected for a phase connected to the m = 1 limit. Again,
d3(k) is shown in Fig. 4.6.

4 < m
“ferromagnetic”

Figure 4.6: Trivial insulator.

We can now summarize our analysis in Fig. 4.7.
We started from a Hamiltonian that breaks time-reversal invariance T and found a non-

vanishing �xy. We did so not by calculating Fµ⌫ and performing complicated k-space integrals
but via a simple analysis of gap closings.

The Chern insulator presented here is the simplest one, but not the first discovered. We
now discuss the first Chern insulator due to Haldane [1] as it motivated the first time-reversal
invariant topological insulators which we will embark on next.
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Figure 4.7: Evolution of the topological index as a function of m.

4.3 The Haldane Chern insulator

In his seminal paper [1], Haldane considered a honeycomb model with no net magnetic flux but
with complex phases e±i' on the next-to-nearest neighbor hoppings. A possible staggered flux
pattern giving rise to such a situation is shown in Fig. 4.8. In Fig. 4.8 we also indicate the sign
structure of the phases. The model can be written as

H =
X

hi,ji
c†icj + t

X

hhi,jii
e±i'c†icj +m

X

i

✏ic
†
ici , (4.12)

where ✏i = ±1 for the two sub-lattices of the honeycomb lattice. Written in k-space we find
H = ✏(k) +

P
i di(k)�i with

d1(k) = cos(k · a1) + cos(k · a2) + 1, (4.13)

d2(k) = sin(k · a1) + sin(k · a2), (4.14)

d3(k) = m+ 2t sin(') [sin(k · a1)� sin(k · a2)� sin(k · (a1 � a2))] , (4.15)

with a1 = a(1, 0) and a2 = a(1/2,
p
3/2). We ignore the shift ✏(k) in the following. What are

the symmetries of this Hamiltonian? First, d1 and d2 are compatible with the time-reversal T .
However, d3(k) = d3(�k) holds only for ' = 0,⇡. We can therefore expect a non-vanishing
Chern number for a general '. The Hamiltonian has C3 symmetry. Hence, the gap closings
have to happen at the K or K 0 point, see Fig. 4.9 (Prove!),

K =
2⇡

a

✓
1,

1p
3

◆
, K 0 =

2⇡

a

✓
1,� 1p

3

◆
,

� 2
3�

4�

A

+

B

�

Figure 4.8: The Haldane Chern insulator model.
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Figure 4.9: Gap closings for the Haldane Chern insulator.

where a denotes the lattice constant. To calculate the Chern number we follow the same logic
as in the last chapter. We start from the limit m ! 1 and track the gap-closings at the Dirac
points at K and K 0. The low energy expansion at these two points read

HK =
3

2
(ky�x � kx�y) +

⇣
m� 3

p
3t sin(')

⌘
�z, (4.16)

HK0 = �3

2
(ky�x + kx�y) +

⇣
m+ 3

p
3t sin(')

⌘
�z. (4.17)

Note that the gap-closings at K and K 0 happen at di↵erent values of m (for ' 6= 0,⇡). Moreover,
the two Dirac points give rise to a change in �xy of opposite sign has det(A) as a di↵erent sign.
We can now construct the phase diagram

• m > 3
p
2t sin('): �xy = 0

• �3
p
2t sin(') < m � 3

p
2t sin(') for ' > 0: At m = 3

p
2t sin(') the gap closes at K and

we have a ��xy = � e2

h . The gap at K 0 stays open.

• m  �3
p
2t sin(') for ' > 0: The gap at K 0 closes at m � 3

p
2t sin(') and hence the

Chern number changes back to 0.

For ' < 0 the signs of the Chern numbers are inverted. The resulting phase diagram is summa-
rized in Fig. 4.10.

0 ⇡

�1

1

�
xy

= 1 �
xy

= �1

�
xy

= 0

m/3
p
3t2

�

K

K 0

Figure 4.10: Phase diagram of the Haldane model.

The model of Haldane breaks time-reversal invariance T . How can we build a model which
is T -symmetric? The easiest way is by doubling the degrees of freedom:

T HT �1 = H 0 6= H ) Hdoubled =

✓
H

H 0

◆
.

We will see in the next chapter how Kane and Mele [2] took this step.
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Chapter 5

Topological insulators and
superconductors

Learning goals

• We know the Kane Mele model.
• We can derive the topological index based on time reversal polarization.
• We understand the entries of the periodic table for topological insulators.
• We know what a px + ipy superconductor is.
• We are acquainted with the Kitaev wire.
• We know the Su-Schrie↵er-Heeger model.

• M. König et al., Science 318, 766 (2007)

In this chapter we try to understand what topological properties can arise for free fermion sys-
tems subject to some symmetry constraints. The exposition starts from a historical perspective
with the first time-reversal symmetric topological insulator in two dimensions by Kane and Mele
[1]. We then motivate on physical grounds how one can construct a topological index charac-
terizing this new type of band insulator. Our derivation follows the historically motivated path
covered in the book by Bernevig and Hughes [2]. The so derived topological index for two-
dimensional systems readily generalizes to three dimensions. Once we established the presence
of two- and three-dimensional topological insulators protected by time-reversal symmetry we
take a somewhat more formal perspective and discuss the periodic table for topological insula-
tors which catalogues all symmetry protected topological free fermion systems. We learn how
to read and use the table and relate its entries to experimentally relevant response functions.
Finally, we conclude this chapter by covering three archetypal models in di↵erent symmetry
classes.

5.1 The Kane-Mele model

In the last chapter we have seen that we can construct lattice models where the Bloch bands
have a non-vanishing Chern number despite the absence of a net magnetic field. Here we try
to build a time-reversal invariant version based on Haldane’s honeycomb model for a Chern
insulator.
We start from the low energy version of graphene

H0 = �i~vF [�x⌧z@x + �y@y] , (5.1)

where � acts on the sub-lattice index and ⌧ on the valley (K, K 0) space.
Let us add spin s to the game. With this we arrive at an 8 ⇥ 8 problem. The question
is what kind of terms can we add in order to open a “non-trivial” gap. We have seen that
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arise due to a perpendicular electric field or interaction
with a substrate. The fourth term is a staggered sublattice
potential (!i ! "1), which we include to describe the
transition between the QSH phase and the simple insulator.
This term violates the symmetry under twofold rotations in
the plane.
H is diagonalized by writing "s#R$ #d% !

u#s#k%eik&R. Here s is spin and R is a bravais lattice vector
built from primitive vectors a1;2 ! #a=2%#

!!!
3
p

ŷ " x̂%. # !
0; 1 is the sublattice index with d ! aŷ=

!!!
3
p

. For each k the
Bloch wave function is a four component eigenvector
ju#k%i of the Bloch Hamiltonian matrix H #k%. The 16
components of H #k% may be written in terms of the
identity matrix, 5 Dirac matrices !a and their 10 commu-
tators !ab ! '!a;!b(=#2i% [9]. We choose the following
representation of the Dirac matrices: !#1;2;3;4;5% !
#$x ) I;$z ) I;$y ) sx;$y ) sy;$y ) sz%, where the
Pauli matrices $k and sk represent the sublattice and spin
indices. This choice organizes the matrices according to
T . The T operator is given by "jui * i#I ) sy%jui+. The
five Dirac matrices are even under T , "!a",1 ! !a

while the 10 commutators are odd, "!ab",1 ! ,!ab.
The Hamiltonian is thus

H #k% !
X5

a!1

da#k%!a $
X5

a<b!1

dab#k%!ab; (2)

where the d#k%’s are given in Table I. Note that H #k$
G% !H #k% for reciprocal lattice vectors G, so H #k% is
defined on a torus. The T invariance of H is reflected in
the symmetry (antisymmetry) of da #dab% under k! ,k.

Equation (2) gives four energy bands, of which two are
occupied. For %R ! 0 there is an energy gap with magni-
tude j6

!!!
3
p
%SO , 2%vj. For %v > 3

!!!
3
p
%SO the gap is domi-

nated by %v, and the system is an insulator. 3
!!!
3
p
%SO > %v

describes the QSH phase. Though the Rashba term violates
Sz conservation, for %R < 2

!!!
3
p
%SO there is a finite region of

the phase diagram in Fig. 1 that is adiabatically connected
to the QSH phase at %R ! 0. Figure 1 shows the energy
bands obtained by solving the lattice model in a zigzag
strip geometry [7] for representative points in the insulat-
ing and QSH phases. Both phases have a bulk energy gap
and edge states, but in the QSH phase the edge states
traverse the energy gap in pairs. At the transition between
the two phases, the energy gap closes, allowing the edge
states to ‘‘switch partners.’’

The behavior of the edge states signals a clear difference
between the two phases. In the QSH phase for each energy

in the bulk gap there is a single time reversed pair of
eigenstates on each edge. Since T symmetry prevents
the mixing of Kramers’ doublets these edge states are
robust against small perturbations. The gapless states
thus persist even if the spatial symmetry is further reduced
[for instance, by removing the C3 rotational symmetry in
(1)]. Moreover, weak disorder will not lead to localization
of the edge states because single particle elastic backscat-
tering is forbidden [7].

In the insulating state the edge states do not traverse the
gap. It is possible that for certain edge potentials the edge
states in Fig. 1(b) could dip below the band edge, reduc-
ing—or even eliminating—the edge gap. However, this is
still distinct from the QSH phase because there will nec-
essarily be an even number of Kramers’ pairs at each
energy. This allows elastic backscattering, so that these
edge states will in general be localized by weak disorder.
The QSH phase is thus distinguished from the simple
insulator by the number of edge state pairs modulo 2.
Recently two-dimensional versions [10] of the spin Hall
insulator models [11] have been introduced, which under
conditions of high spatial symmetry exhibit gapless edge
states. These models, however, have an even number of
edge state pairs. We shall see below that they are topologi-
cally equivalent to simple insulators.

The QSH phase is not generally characterized by a
quantized spin Hall conductivity. Consider the rate of
spin accumulation at the opposite edges of a cylinder of
circumference L, which can be computed using Laughlin’s
argument [12]. A weak circumferential electric field E can
be induced by adiabatically threading magnetic flux
through the cylinder. When the flux increases by h=e
each momentum eigenstate shifts by one unit: k! k$
2&=L. In the insulating state [Fig. 1(b)] this has no effect,
since the valence band is completely full. However, in the
QSH state a particle-hole excitation is produced at the
Fermi energy EF. Since the particle and hole states do
not have the same spin, spin accumulates at the edge.
The rate of spin accumulation defines a spin Hall conduc-
tance dhSzi=dt ! Gs

xyE, where

TABLE I. The nonzero coefficients in Eq. (2) with x ! kxa=2
and y !

!!!
3
p
kya=2.

d1 t#1$ 2 cosx cosy% d12 ,2t cosx siny
d2 %v d15 %SO#2 sin2x, 4 sinx cosy%
d3 %R#1, cosx cosy% d23 ,%R cosx siny
d4 ,

!!!
3
p
%R sinx siny d24

!!!
3
p
%R sinx cosy

0 2π0 2π
−1

0

1

−5 0 5
−5

0

5 I
QSH

λ  / λ
R

λ  / λv SO

SOE
/t

ka kaπ π

(a) (b)

FIG. 1 (color online). Energy bands for a one-dimensional
‘‘zigzag’’ strip in the (a) QSH phase %v ! 0:1t and (b) the
insulating phase %v ! 0:4t. In both cases %SO ! :06t and %R !
:05t. The edge states on a given edge cross at ka ! &. The inset
shows the phase diagram as a function of %v and %R for 0<
%SO - t.

PRL 95, 146802 (2005) P H Y S I C A L R E V I E W L E T T E R S week ending
30 SEPTEMBER 2005

146802-2

Figure 5.1: Edge spectrum of the Kane Mele model for two di↵erent values of �R. On the left,
two edge states cross the gap (colors label the edge). On the right, no edge states cross the
gap. The inset shows the phase diagram as a function of �v and �R. Figure take from Ref. [1]
(Copyright (2005) by The American Physical Society).

m�z + ⌧z�z3
p
3t sin(') does the job. However, this is not time-reversal symmetric for ' 6= 0,⇡

and m alone opens trivial gaps with C = 0.
We construct a “non-trivial” time-reversal invariant gap step by step. First, in the sub-lattice
space we need a �z term, otherwise we just move around the K and K 0 Dirac points in k-space.
Next, we need a spin dependent (s) part to couple the two copies of the Haldane model. Let us
try for the K point

�z ⌦ sz =

✓
�z 0
0 ��z

◆
, (5.2)

which gives us di↵erent gaps [with di↵erent “sign(m)”] for the two spins. How do we now add
the valley degree of freedom (⌧ ) in order to make it time-reversal invariant? The T -operator
acts in sub-lattice and spin space as

T = 1� ⌦ isyK =

✓
0 �1�

1� 0

◆
. (5.3)

Therefore, the term / �z ⌦ sz transforms as

T �z ⌦ szT �1 =

✓
0 �1�

1� 0

◆✓
�z 0
0 ��z

◆✓
0 1�

�1� 0

◆

=

✓
0 �1�

1� 0

◆✓
0 �z
�z 0

◆
=

✓
��z 0
0 �z

◆
= ��z ⌦ sz. (5.4)

Under time reversal, K ! K 0. Hence, we need the gap opening term in K 0 to be T �z⌦szT �1 =
��z ⌦ sz to have T H(k)T �1 = H(�k). From this we conclude that the full gap opening term
should be of the form

HKM = �SO�z ⌦ ⌧z ⌦ sz. (5.5)

We labelled the interaction with spin-orbit (�SO) to stress that HKM couples spin (sz) and
orbital (⌧z) degrees of freedom. Moreover, HKM is time-reversal invariant (TRI) by construction.
Reverse engineering to a full lattice model we find

HKM =
X

hi,ji,↵
c†i↵cj↵ + i�SO

X

hhi,jii,↵�
⌫ijc

†
i↵s

z
↵�cj� + �v

X

i↵

✏ic
†
i,↵ci,↵, (5.6)

where ✏i and the sign strucutre of ⌫ij are the same as in Haldane’s ’88 model [3]. The above
model was the first TRI topological insulator proposed by Kane and Mele in 2005 [1]. As
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it is TRI, the total Chern number cannot be non-zero. However, in the form (5.6), the spin
projections | "i, | #i are good eigenstates. Therefore, we can use the Chern number C� in each
spin-sector to characterize the phases. Indeed

⌫ =
C" � C#

2
mod 2 2 Z2 (5.7)

defines a good topological index as we will see below [4]. The addition of a Rashba term

HR = �R [�x⌧zsx � �ysx] (5.8)

removes this conserved quantity. While HR does not open a gap by itself (why?), it can influence
the �SO induced gap, see Fig. 5.1. However, the above topological index ⌫ is not well defined
anymore. In the following section we aim at deriving a Z2 index which does not rely on spin-
Chern numbers.

5.2 Z2 index

5.2.1 Charge polarization

We revisit Laughlin’s pumping argument to make progess towards a Z2 index for TRI topological
insulators. We consider a one dimensional system on a lattice (with lattice constant a = 1) with
Bloch wave functions

| n,ki =
1p
L
eikx|'nk(x)i with |'nk(x)i = |'nk(x+ 1)i. (5.9)

The corresponding Wannier functions are defined as

|WnR(x)i =
1

2⇡

Z ⇡

�⇡
dkeik(R�x))|'nk(x)i, (5.10)

with R = m 2 Z a lattice vector. Note that the Wannier functions are not gauge invariant as
the relative phase between di↵erent |'nk(x)i is not a priori fixed. However, for a filled band,
the Slater determinant is insensitive to a unitary transformation (which the transformation to
Wannier states is) among the filled states. For a smooth gauge, the Wannier functions are
exponentially localized around a well defined center [5].
The total charge polarization is now defined as

P =
X

n filled

Z
dx hW0n(x)|x|W0n(x)i. (5.11)

We try to write this polarization in a more familiar way

P =
X

n filled

1

(2⇡)2
1

L

Z ⇡

�⇡
dk1

Z ⇡

�⇡
dk2e

i(k1�k2)xh'nk1 |i@k|'nk2i (5.12)

=
X

n filled

i

2⇡

Z ⇡

�⇡
dk h'nk|i@k|'nki =

1

2⇡

Z ⇡

�⇡
dkAx(k), (5.13)

with
Ax(k) =

X

n filled

ih'nk|@k|'nki. (5.14)

Two comments are in order:

1. If we re-gauge |'i ! ei#(k)|'i with a #(k) that is winding by 2⇡m throughout the Brillouin
zone, the corresponding polarization changes to

P ! P +m.

This is ok, as charge polarization is anyway only defined up to a lattice constant.
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Figure 5.2: Energy levels for a time revesal invariant system.

2. P depends on the chosen gauge. But changes in P by a smooth change in system param-
eters are gauge independent. So let us imagine a tuning parameter ky with

H(ky) ! H(k0y)

which is slow in time. The change in charge polarization is given by

�P =
1

2⇡

Z ⇡

�⇡
dkA(k, ky)�

Z ⇡

�⇡
dkA(k, k0y)

�
(5.15)

If we use Stokes’ theorem we arrive at

k0
y

k
y

k
x

�P =

Z k0
y

k
y

dky

Z ⇡

�⇡
dkF(k, ky). (5.16)

By chosing k0y = ky +2⇡, we find for the change in charge polarization �P = C where C is
the Chern number. We known, however that C ⇠ �xy and hence is equal to zero for TRI
systems.

Building on the above insight we try to refine the charge pumping of Laughlin to be able to
characterize a TRI system.

5.2.2 Time reversal polarization

Let us now try to generalize the charge pumping approach to the TRI setup. For this it is
beneficial to look at the structure of a generic energy diagram as shown in Fig 5.2. Under
time-reversal, momenta k are mapped to �k. Moreover, there are special points in the Brillouin
zone which are mapped onto themselves. This is true for all momenta which fulfill k = �k+G,
where G is a reciprocal lattice vector. This is trivially true for k = 0, but also for special points
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on the borders of the Brillouin zone. On such time reversal invariant momenta (TRIM’s), the
spectrum has to be doubly degenerate due to Kramer’s theorem.
Owing to the symmetry between k and �k we can constrain ourselves to only half the Brillouin
zone. In this half, we label all bands by 1.I, 1.II, 2.I, 2.II, . . . . The arabic number simply label
pairs of bands. Due to the double degeneracy at the TRIMs, we need an additional (roman
number) to label the two (sub)-bands emerging form the TRIMs. One can also say that the
roman index labels Kramers pairs

T |'n.I(k)i = ei�n,k |'n.II(�k)i. (5.17)

We now try to constuct the polarization for only one of the two labels s = I or II

P s =
1

2⇡

Z ⇡

�⇡
dkAs(k) with As(k) = i

X

n filled

h'n.s(k)|@k|'n.s(k)i. (5.18)

It is clear that P = P I+P II will vanish. However, the same must not hold for the time reversal
polarization

P T = P I � P II. (5.19)

The problem is, that we assigned the labels I and II. It is not a priori clear if this can be done
in a gauge invariant fashion. In particular, the Slater determinant of a band insulator with 2n
filled bands has a SU(2n) symmetry, as basis changes of filled states do not a↵ect the total
wave function. With our procedure we explicitly broke this SU(2n) symmetry. There is a way
however, to formulate the same T -polarization P T in a way that does not rely on a specific
labeling of the Kramers pairs. This can be achieved by the use of the so-called sewing matrix
[2]

Bmn(k) = h'm(�k)|T |'n(k)i. (5.20)

B(k) has the following properties: (i) it is unitary, and (ii) it is anti-symmetric, i.e., BT(k) =
�B(k) only if k is a TRIM. Using this matrix one can show that

P T =
1

i⇡
log

"p
detB(⇡)

Pf B(⇡)

Pf B(0)p
detB(0)

#
. (5.21)

This expression is manifestly invariant under SU(2n) rotations within the filled bands. Moreover,
it only depends on the two TRIMs k = 0,⇡, and it is defined modulo two.

The Pfa�an Pf B(k) of a 2n⇥ 2n anti-symmetric matrix matrix B is defined as

Pf B =
1

2nn!

X

�2S2n

sign(�)
nY

i=1

b�(2i�1),�(1i) (5.22)

with the property
Pf2B = detB. (5.23)

Let us now see how we can describe changes in the time-reversal polarization under the influence
of an additional parameter ky. Written as in (5.21), it is only defined for ky = 0,⇡, 2⇡, i.e, at
TRIMs. In Fig. 5.3 we illustrate what we can expect from such a smooth change. We start
at ky = 0. If we now change ky slowly, we know that due to TRI, we cannot build up a
charge polarization. However, the Wannier centers of two Kramers pairs will evolve in opposite
direction. At ky = ⇡, we can check how far these centers evolved away from each other. As
P T is well defined and equal to 0 or 1 we have two options: (i) Each Wannier center meets up
with one coming from a neighboring site [Fig. 5.3(a)]. This gives rise to P T (ky = ⇡) = 1 and
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Figure 5.3: (a) Pumping of time reversal polarization in a topologically non-trivial state. (b)
Pumping of time reversal polarization in a trivial state.

this e↵ect is called pair switching. (ii) The centers fall back onto each other again [Fig. 5.3(b)],
resulting in P T (ky = ⇡) = 0.
Let us further assume that we have a smooth confining potential V (x) in x-direction. As in the
case of the quantum Hall e↵ect, we see how states can be pushed up-hill or pulled down-hill as
a function of ky. However, as opposed to the quantum Hall e↵ect, we have here the situation
that on each edge we have both a state coming down in energy as well as one climbing up! From
that we conclude that if we have pair-switching, we expect two counter-propagating edge states
on both sides of the sample.
We can now construct a topological index for the two-dimensional system: If the T -polarization
at ky = 0 and ky = ⇡ di↵er by one, we expect an odd number of pairs of edge states. Hence, we
define

⌫ =
4Y

l=1

p
detB(⇤l)

Pf B(⇤l)
2 Z2 with ⇤l : TRIM. (5.24)

5.2.3 Three dimensional topological insulators

The above formulation immediately suggests a three-dimensional generalization of the Z2 index

⌫s =
8Y

l=1

p
detB(⇤l)

Pf B(⇤l)
2 Z2 with ⇤l : TRIM, (5.25)

where now the product runs over all eight TRIMs of the three-dimensional Brillouin zone shown
in Fig. 5.4. This index is called the strong topological index. Additionally, one can think of a
three-dimensional system to be made out of planes of two-dimensional topological insulators.
In Fig. 5.5 we show how one can attribute a weak topological index (⌫x, ⌫y, ⌫z) corresponding to
the stacking directions.
According to our reasoning above, when we cut the system perpendicular to the direction defined
by the weak index, we expect two Dirac cones on the resulting surface (why?). However, if we
have a strong topological index, there is a single Dirac cone irrespective of the way we terminate
the bulk system. To wrap up, we mention that one usually gathers the indices to

⌫ = (⌫s; ⌫x, ⌫y, ⌫z). (5.26)
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Figure 5.4: TRIMs of the three-dimensional Brillouin zone.

5.3 Complete classification

We now try to understand how one can put the above manipulations that lead to the Z2 index for
TRI topological insulators into a bigger context. Let us review what (topological) classification
schemes we already encountered. The first example was the characterization of a spin-1/2 in
a magnetic field. There we discussed the geometric phase as a function of a smooth change in
parameters of a Hamiltonian. The mathematical structure behind that was a fibre bundle. A
fiber bundle is an object which locally looks like M ⇥ f , where M is some base manifold and
f the “fibre”. For our case of the geometric phase, the base manifold was S2 describing the
parameter space of the ground state projector | 0ih 0|. The fiber f = U(1) was the phase of
the ground state | 0i that dropped out when we considered the projector. We have seen that
one can classify such fibre bundles via a Chern number C. For the example of a spin-1/2 in a
magnetic field, the Chern number took the value C = �2⇡. For the quantum Hall e↵ect, we
identified the fibre bundle with what looks locally like T2 ⇥ U(1) where T2 is the torus defined
by the Aharonov Bohm fluxes through the openings of the (real space!) torus. We argued that
also in this case the fibre bundle is characterized by the Chern number which can take any value
in 2⇡⌫ with ⌫ 2 Z [6, 7].
We also considered special cases where the Aharonov-Bohm fluxes could be replaced by lattice
momenta (kx, ky). Moreover, in the simple case of a two-band Chern insulator the Chern number
was shown to be equivalent to the Skyrmion number which characterizes mappings T2 ! S2

instead of fibre bundles. In general, we can hope to find the classification of mappings Td ! M ,
where Td is the d-dimensional Brillouin zone and M is some target manifold.
Attempting a topological classification of free fermion systems really means to define equivalence
classes of first quantized Hamiltonians. Not so surprisingly, such equivalence classes depend
strongly on the presence of symmetries: If we allow for arbitrary deformations of Hamiltonians

~v = (0, 000) ~v = (0, 100) ~v = (0, 011) ~v = (0, 111) ~v = (1,�)

Figure 5.5: Stacking directions of 2D topological insulators.
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(of course without the closing of the gap above the ground state!), we might be able to deform
two Hamiltonians into each other that are distinct if we restrict the possible interpolation path
by requiring symmetries.
A simple example of such a symmetry constraint is the following setup: Consider the restricted
one-dimensional two-band system

H =
X

i

di(k)�i with {H,�y} = 0. (5.27)

This symmetry requirement is identical with the demand that there is no y-component of the
d-vector. In other words, the normalized d-vector lives on S1. Thanks to this restriction, or
symmetry, each Hamiltonian in this class defines a mapping

S1 ! S1 (5.28)

which is characterized by the winding number W. In the absence of the symmetry {H,�y}=0,
the d-vector could point anywhere on S2. Mappings

S1 ! S2 (5.29)

are all trivial, however, as any closed one-dimensional path defined by the image of S1 is smoothly
contractible to a point. Hence, we cannot define a winding number in this case.
In the following we want to achieve three goals. First, we want to see how symmetries can
influence the possible topological quantum numbers of band insulators. To this end we discuss
three particular “symmetries” and see how they, together with the spatial dimension, give rise to
a periodic table of topological insulators. The second goal will be to get the gist of what underlies
the structure of the periodic table. The key ingredient will be the tool of dimensional reduction:
We start with some topological quantum number (typically the Chern number) in some higher
dimension. We then show how one can characterize families of lower-dimensional Hamiltonians
obeying some symmetries using the higher dimensional topological number. Finally, our third
goal is to be able to read the periodic table, find the right (hopefully simple) expression of
the topological index and be able to calculate it. We will do so on three concrete examples in
Sec. 5.4.

5.3.1 Anti-unitary symmetries

When we discuss symmetry constraints on possible equivalence relations between Hamiltonians
we have to consider anti-unitary symmetries such as time reversal invariance with T iT �1 =
�i. Unitary symmetries S that commute with the Hamiltonian [H,S] = 0 do not help us for
the following reason: We simply go to combined eigenstates of both the symmetry S and the
Hamiltonian. We want to assume that we only deal with such block-diagonal Hamiltonians from
the outset. If we deal with anti-unitary symmetries, which do not have eigenstates, we cannot
use this program of decomposing H into symmetric sub-blocks, however. The same holds for
unitary symmetries S that anti-commute with the Hamiltonian, i.e., {H,S} = 0. We will see
how such “symmetries” help us to classify topological insulators.
In the following we use a first quantized language where we write the single particle Hamiltonian
as

H =
X

AB

 †
AHAB B, (5.30)

where A,B run over all relevant quantum numbers. The object of interest is the matrix HAB.
In case we deal with superconducting problems the corresponding matrix is constructed from
the Nambu spinor

H =
X

AB

⇣
 †
A  

Ā

⌘
HAB

 
 B

 †
B̄

!
. (5.31)

Here A and Ā correspond to the paired quantum numbers: For example for an s-wave super-
conductor A = (k, ") and Ā = (�k, #).
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Time reversal

Let us now start with the anti-unitary time reversal symmetry

T : U †
T H⇤UT = H, with U †

T UT = 1, (5.32)

for some unitary rotation UT . Using the second quantized language we find for these matrices

T  AT �1 =
X

B

[UT ]AB B. (5.33)

Applying this identity twice, and making use of the fact that T is anti-unitary, we find

T 2 AT �2 =
X

B

[U⇤
T UT ]AB B = ± A, i.e., U⇤

T UT = ±1. (5.34)

Here we used that T 2 = �1 or T 2 = 1, depending on whether we deal with systems of half-
integer spins or not. The last equation can also be written as

UT = ±UT
T . (5.35)

Charge conjugation

The next (anti-) symmetry we consider is the charge-conjugation, or particle-hole symmetry

C : U †
CH⇤UC = �H with U †

CUC = 1. (5.36)

Where again we find UC via

C AC�1 =
X

B

[U⇤
C ]AB 

†
B. (5.37)

And also in this case we can either have

UC = ±UT
C , (5.38)

depending on wether C2 = ±1. As this particle hole symmetry is slightly less standard than
the time reversal symmetry we give two concrete examples. First, the Hamiltonian of an s-wave
superconductor can be written as

H =
X

k

⇣
ck" ck# c†�k" c†�k,#

⌘†

0

BB@

⇠(k) 0 0 �s

0 ⇠(k) ��s 0
0 ��⇤

s �⇠(k) 0
�⇤

s 0 0 �⇠(k)

1

CCA

| {z }
H

s

0

BBB@

ck"
ck#
c†�k"
c†�k,#

1

CCCA
. (5.39)

This Hamiltonian has the anti-symmetry

U †
CH⇤

sUC = �Hs with UC = i�y ⌦ 1 and hence UC = �UT
C . (5.40)

On the other hand, a triplet superconductor can be of the form

H =
X

k

⇣
ck" ck# c†�k" c†�k,#

⌘†

0

BB@

⇠(k) 0 0 �t

0 ⇠(k) �t 0
0 �⇤

t �⇠(k) 0
�⇤

t 0 0 �⇠(k)

1

CCA

| {z }
H

t

0

BBB@

ck"
ck#
c†�k"
c†�k,#

1

CCCA
. (5.41)

Now the Hamiltonian has the anti-symmetry

U †
CH⇤

tUC = �Ht with UC = �x ⌦ 1 and hence UC = UT
C . (5.42)

Note, that all Bogoliubov-de Gennes (BdG) Hamiltonians of mean-field superconductors have a
C-type symmetry built in by construction (via the Nambu formalism).
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Chiral symmetry

One more option is for the Hamiltonian to posses the following anti-symmetry

S : U †
SHUS = �H with U †

SUS = 1. and U2
S = 1. (5.43)

This symmetry is called chiral or sub-lattice symmetry as it often occurs on bipartite lattice
models. Note, that whenever the system has a chiral symmetry and either a particle-hole or
time-reversal, it actually posses all three of them (show!).

5.3.2 The periodic table

Let us now classify all possible symmetry classes according to the above three “symmetries”.
For the time-reversal and particle-hole symmetry we have three options. Either there is no
symmetry, one that squares to 1, or one that squares to �1. We denote these cases with
0, 1,�1. Together, there are 3 ⇥ 3 = 9 di↵erent options. Turning around the argument above
that a C (T ) together with an S type symmetry implies a T (C) symmetry we see that S = C �T .
Therefore, for all cases where either T or C are present the presence or absence of S is fixed.
Only if both particle-hole and time-reversal symmetry are absent, S can be either present (1)
or absent (0). This yields in total 10 di↵erent symmetry classes. In a series of papers Kitaev [8]
and Ludwig and co-workers [9, 10] classified all possible topological indices given the symmetry
class and the spatial dimension. We summarize their results in Tab. 5.1.

label symmetry spatial dimension

T C S d = 1 d = 2 d = 3 d = 4 d = 5 d = 6 d = 7 d = 8 ...

the complex cases:

A 0 0 0 0 Z 0 Z 0 Z 0 Z ...
AIII 0 0 1 Z 0 Z 0 Z 0 Z 0 ...

the real cases:

AI 1 0 0 0 0 0 2Z 0 Z2 Z2 Z ...
BDI 1 1 1 Z 0 0 0 2Z 0 Z2 Z2 ...
D 0 1 0 Z2 Z 0 0 0 2Z 0 Z2 ...
DIII �1 1 1 Z2 Z2 Z 0 0 0 2Z 0 ...
AII �1 0 0 0 Z2 Z2 Z 0 0 0 2Z ...
CII �1 �1 1 2Z 0 Z2 Z2 Z 0 0 0 ...
C 0 �1 0 0 2Z 0 Z2 Z2 Z 0 0 ...
CI 1 �1 1 0 0 2Z 0 Z2 Z2 Z 0 ...

Table 5.1: Periodic table of topological insulators and superconductors. Z2 and Z denote binary
and integer topological indices, respectively. 2Z denotes an even integer. The symmetries T , C
and S = T � C are explained in the text. A zero denotes the absence of the symmetry and for
T and C, the ±1 indicates if these symmetries square to ±1.

One observes an obvious 8-fold symmetry in the direction of the spatial dimension. The expla-
nation of this repetition lies beyond the scope of this course. However, as dimensional reduction
plays a key role in the derivation of Tab. 5.1, we present on such step for the case of symmetry
class D, going from d = 2 ! 1. Before we do so, it is worth mentioning, that from a applicative
point of view, our standard job will be to:

1. Identify the symmetries and with that the class A, AI, AII, AIII, BDI, etc.
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2. Check in Tab. 5.1 if for the given symmetry class and spatial dimension there can be a
topologically non-trivial state.

3. Go to the paper by Ryu et al. [9].

4. Find the explicit formula for the respective index.

5. Compute it.

5.3.3 Dimensional reduction

This section is following the derivation in Ref. [11].

Our goal is to take the step of dimensional reduction to relate the Z index of symmetry class
D in three dimensions to the Z2 index of the same symmetry class in one spatial dimension. in
this section. We consider one dimensional lattice systems where the Hamiltonian matrix fulfills

U †
CH⇤(�k)UC = H(k) with UC = UT

C . (5.44)

We now try to establish an equivalence relation between two such HamiltoniansH1(k) andH2(k).
To borrow the Chern number from one dimension higher, we construct a path, or interpolation
H(k,#), with # 2 [0,⇡] connecting the two Hamiltonians

H(k, 0) = H1(k) and H(k,⇡) = H2(k). (5.45)

In general, the Hamiltonian for an arbitrary # 2 [0,⇡] will not posses the symmetry (5.44). We
correct for this by explicitly constructing the cyclic interpolation for # 2 [⇡, 2⇡]

H(k,#) = �U †
CH⇤(�k, 2⇡ � #)UC . (5.46)

Interpreted as a two-dimensional problem, H(k,#) is now manifestly particle-hole symmetric.
By requiring for the whole interpolation the system to be gapped we can define the Chern
number of this cyclic interpolation1

CH =

I
d#

@P (#)

@#
, (5.49)

1 To see that these formula indeed corresponds to our known result we first state that (we drop the label and
sum over n for simplicity)
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From the discussion of fiber bundles we know that we cannot necessarily choose a smooth gauge such that A is
a single-valued function over the whole torus. However, we can always choose a gauge where A

#

is single valued
(akin the Landau gauge for the electro-magnetic gauge potential). For such a gauge the integrals

I
d#A

#

(k) = 0 (5.47)

for both k = 0 and k = 2⇡. With this we established
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as we tried to prove.
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where as before we defined the charge polarization as a function of the pumping parameter #

P (#) =

I
dk

2⇡

X

n filled

ih'nk|@k'nki (5.50)

To make further progress in establishing an equivalence relation between one dimensional Hamil-
tonians of class D we note that owing to the particle-hole symmetry, eigenstates of di↵erent
locations in the Brillouin zone are related to each other. Without showing the full algebraic
manipulations [11], we state that

P (#) = �P (2⇡ � #). (5.51)

An immediate consequence is

Z ⇡

0
d#P (#) =

Z 2⇡

⇡
d#P (#). (5.52)

We remind ourselves that these two equations rely crucially on the presence of the particle-hole
symmetry. Consider now another particle-hole symmetric interpolation H0(k,#) between H1(k)
and H2(k). We denote the corresponding polarization with P 0(#). The relative Chern number
of the two interpolations is then given by

CH � CH0 =

I
d#

✓
@P (#)

@#
� @P 0(#)

@#

◆
. (5.53)

One can define two yet di↵erent interpolations G1(k,#) and G2(k,#) (not particle-hole symmet-
ric!) via

G1(k,#) =

(
H(k,#) # 2 [0,⇡]

H0(k, 2⇡ � #) # 2 [⇡, 2⇡]
, (5.54)

and

G2(k,#) =

(
H0(k, 2⇡ � #) # 2 [0,⇡]

H(k,#) # 2 [⇡, 2⇡]
. (5.55)

These interpolations are shown in Fig. 5.6. We see that G1 is obtained by reconnecting H and
H0 such that it always runs in the upper half-space and vice-versa for G2. It is straightforward
to see that

CG1 =

Z ⇡

0
d#

✓
@P (#)

@#
� @P 0(#)

@#

◆
, (5.56)

and

CG2 =

Z 2⇡

⇡
d#

✓
@P (#)

@#
� @P 0(#)

@#

◆
. (5.57)

From this it is easy to see that CH � CH0 = CG1 + CG2 . Moreover, if we use the symmetry (5.52)
we see that CG1 = CG2 and hence

CH � CH0 = 2⌫ with ⌫ 2 Z. (5.58)

How can we understand this result? Remember that each interpolation gives rise to a two-
dimensional band-structure. The Chern number of this band-structure, CH can only change if
when going from H ! H0 we close a gap. However, due to the particle-hole symmetry, such gap
closings always occur in two points in the Brillouin zone, see Fig. 5.6. Therefore, for all possible
interpolations between our original one dimensional problems H1(k) and H2(k) the parity of the
Chern number is conserved. We can thus write the relative Chern parity

N [H1(k),H2(k)] = (�1)CH(k,#) . (5.59)
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Figure 5.6: (a) Interpolation between two particle-hole symmetric one dimensional Hamiltonians
H1/2(k). Along the horizontal axis we move between di↵erent one-dimensional Hamiltonians.
Along the vertical axis, the particle-hole symmetry operation on the one-dimensional Hamilto-
nians corresponds to a mirroring around the horizontal axis. Hence, we see that the blue (red)
interpolation paths are constructed such that the interpolation, interpreted as a two-dimensional
Hamiltonian, is manifestly symmetric under C. The crosses correspond to gap closings in H(k,#)
and hence the interpolations are not allowed to touch them in order for H(k,#) to have a well
defined Chern number. Due to symmetry constraints, all gap closings away from the particle-
hole symmetric line appear in pairs. Consequently, we might change the Chern number by
deforming the interpolation, but always by two. Hence, independently of how H1(k) and H2(k)
are connected, the Chern number parity is independent of the interpolation and hence can be
used as a Z2 index. (b) Di↵erent interpolation paths to make the arguments in (a) formal.

It is easy to prove that this relative Chern parity has the property

N [H1(k),H2(k)]N [H2(k),H3(k)] = N [H1(k),H3(k)] (5.60)

and consequently defines an equivalence relation. Equivalence classes are given by Hamiltonians
in symmetry class D which have the same relative Chern parity. We can moreover define an
absolute Z2 index by choosing a naturally “trivial” Hamiltonian H0 and then define

H(k) 2 D trivial , N [H(k),H0] = 1, (5.61)

H(k) 2 D non-trivial: , N [H(k),H0] = �1. (5.62)

While the above developments might appear somewhat formal, they have a direct physical
consequence. Imagine a one dimensional system Hnt which is non-trivial according to (5.62).
The two dimensional system given by the interpolation between H0 and Hnt therefore has an
odd Chern number and correspondingly an odd number of surface modes traversing the gap on
a each side of a finite cylinder. Let us imagine # to be the momentum along the edge of the
cylinder. Due to the particle hole symmetry between # and 2⇡�#, zero levels always appear in
pairs at # and 2⇡ � #. As we need an odd number of them, there has to be one either at # = 0
or ⇡. As # = 0 corresponds to the trivial atomic Hamiltonian H0, there are no end states at
# = 0. In other words, a non-trivial Z2 index in class D guarantees the existence of zero energy
end states for a one dimensional system with an end.
This concludes our discussion of the structure of the periodic table 5.1. We have seen on one
concrete example how a Chern number of a higher-dimensional member of a symmetry class can
give rise to a Z2 index in one dimension lower. We refer the interested reader to the publications
by Ryu et al. [9] and Kitaev [8] for further details. Instead of pursuing the study of what lies
behind the periodic table further, we move to the discussion of three prototypical models of
topological free fermion systems. One important void owing to this strategy is that we did
not discuss topological field theories that describe the electro-magnetic response of topological
insulators. For this we need a bit more technical tools which we will develop before we discuss
the fractional quantum Hall e↵ect. Once we are acquainted with these tools we will come back
to this issue.
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Figure 5.7: (a) The Su-Schrie↵er-Heeger model. (b) Localized eigenstate in the flat band Creutz
model.

5.4 Examples of topological free fermion systems

5.4.1 Su-Schrie↵er-Heeger and Creutz model

In this section we discuss a simple one dimensional hopping model originally introduced by
Su, Schrie↵er and Heeger (SSH) to describe certain aspects of polyacetylene [12]. Consider the
following tight binding model

H = �t
X

i

[(�1)i�+ 1]c†ici+1 +H.c. ) H(k) = �t
X

i

di(k)�i, (5.63)

with
dx(k) = 2 cos(k), dy(k) = 2� sin(k), dz(k) = 0. (5.64)

If we rotate the d-vector, the structure of the problem does not change. However, we will see
that the physical interpretation of the model can be quite di↵erent and is then known as the
Creutz ladder [13], cf. Fig. 5.7. We rotate by ⇡/2 around the x-axis to obtain

dx(k) = 2 cos(k), dy(k) = 0, dz(k) = 2� sin(k). (5.65)

As the d-vector does not contain a y-component, we immediately conclude that {H,�y} = 0
with �2

y = 1, i.e., we have a chiral symmetry. Moreover, the Hamiltonian has the property

H⇤(k) = H(k) = ��zH(�k)�z (5.66)

which we identify as a particle hole symmetry with UC = �z. Hence, we also have a time reversal
symmetry with UT = U�1

C US = �z�y = �i�x. We see that both UC/T = UT
C/T and hence both

T and C square to one, which puts us in symmetry class BDI. Consulting Tab. 5.1, we expect a
Z quantum number. Note, however, that we can break either (and hence both) particle-hole or
time-reversal symmetry and we end up in class AIII, which is again described by a Z topological
index. We therefore consult the Ryu paper [9] for class AIII. From Ref. [9] we learn that we
should consider the projector onto the ground state |v�(k)i

P (k) = |v�(k)ihv�(k)| =
1

2

⇥
1� Q̄(k)

⇤
=


1

2
1� 1

2
d(k)�

�
. (5.67)

Due to the chiral symmetry, the Q̄-matrix can be brought in o↵-diagonal form in the eigen-basis
of the S-symmetry, i.e.,

Q(k) =
1

2

✓
�i 1
i 1

◆
Q̄(k)

✓
i �i
1 1

◆
=

✓
0 q(k)

q⇤(k) 0

◆

=

✓
0 �� sin(k)� i cos(k)

�� sin(k) + i cos(k) 0

◆
. (5.68)
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The winding number density is now given by [9]

w(k) = iq�1(k)@kq(k) =
i� cos(k) + sin(k)

i cos(k) + � sin(k)
=

(
1 � = 1,

�1 � = �1.
(5.69)

As the gap is closing only at � = 0, the two special values � = ±1 su�ce for the calculation of
the total winding number in the two distinct phases

W =

Z ⇡

�⇡

dk

2⇡
w(k) =

(
1 � > 0,

�1 � < 0.
(5.70)

What does this winding number signify? From expression (5.67), it is clear that it corresponds
to the winding of the d-vector throughout the Brillouin zone. However, we know, that the
spinor-wave function of a spin-1/2 only returns to itself after a rotation by 4⇡. To investigate
this further, let us specialize to � = 1 for simplicity. In this case, the dispersion reduces to

|d(k)| = ±2, (5.71)

i.e., we deal with two completely flat bands. In the case of the SSH model, this is somewhat
trivial, as we cut the chain into a set to independent dimers. For the Creutz ladder, this indicates
a rather delicate interference e↵ect, see Fig. 5.7! The ground state wave function can be explicitly
written as

|v�(k)i =
✓

cos[(⇡ � 2k)/4]
� sin[(⇡ � 2k)/4]

◆
with |v�(�⇡)i = �|v�(⇡)i. (5.72)

Hence, we see that indeed the winding number W is responsible for a phase jump of ⇡ at the
Brillouin zone-boundary. We try to see what this means for the Wannier functions

W↵,�(l) =
Z ⇡

�⇡

dk

2⇡
v↵,�(k)eikl, (5.73)

where ↵ is the sub-lattice index label. Let us see what we can deduce from the presence of
non-trivial winding number

W↵,�(l) =
Z ⇡

�⇡

dk

2⇡
v↵,�(k)eikl =

1

2⇡il
hv↵,�(k)eikli

����
k=�⇡,⇡

� 1

il

Z ⇡

�⇡

dk

2⇡
v0↵,�(k)e

ikl

=
(�1)l�v↵,�

2⇡il
+

1

2⇡l2
hv0↵,�(k)eikli

����
k=�⇡,⇡

� 1

l2

Z ⇡

�⇡

dk

2⇡
v00↵,�(k)e

ikl =

=
(�1)l

2⇡


�v↵,�

il
+

�v0↵,�
l2

�
�v00↵,�
il3

+O(1/l4)

�
. (5.74)

We make the following two observations. (i) If W = 0, all the discontinuities �v
(n)
↵,� ⌘ 0. This

was to be expected as in this case we know that the Wannier functions are exponentially localized
[14] and hence have an essential singularity at 1/l ! 0. (ii) If W = ±1, v↵,�(k) is a 4⇡-periodic
function and generically has non-zero �v↵,�(k) and therefore

w↵⌫(l)
l!1/ 1

l
. (5.75)

(iii) For an even winding number, there is no such discontinuity. For our problem of the Creutz
ladder we deduce from the above considerations that the large-l behavior is given by

W↵,�(l) ⇠
�ip
2⇡l

. (5.76)
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This result is in accordance with the full expression

W↵,�(l) =
p
2(�1)l(�1± 2il)

⇡ (4l2 � 1)
. (5.77)

Instead of site-centered, we can use bond centered Wannier functions for the lower band

W bond
↵,� (l) =

Z ⇡

�⇡

dk

2⇡
v↵,�(k)eik(l+1/2) =

(
1+i
2
p
2
�l,�1 +

1�i
2
p
2
�l,0 ↵ = 1,

� 1�i
2
p
2
�l,�1 � 1+i

2
p
2
�l,0 ↵ = 2.

(5.78)

These states are not only exponentially but strictly localized to one bond! How can we reconcile
this with the above result that Wannier functions have an 1/l-tail? To see this, we make the
following observation: In the form we wrote the eigenstates |v�(k)i we made a certain gauge
choice. We are free to choose a di↵erent one. Led by the above observation that the bond
centered Wannier function are localized, we make an explicitly gauge transformation

|v�(k)i �! |ṽ�(k)i = eik/2|v�(k)i =
✓

eik/2 cos[(⇡ � 2k)/4]
�eik/2 sin[(⇡ � 2k)/4]

◆
, (5.79)

with the property
|ṽ�(�⇡)i = |ṽ�(⇡)i. (5.80)

Using this gauge, it becomes clear that there are no non-vanishing terms in the 1/l expansion of
the Wannier function. This is a very deep truth: If there is no obstruction to a smooth gauge for
the Bloch wave functions, Wannier functions can be localized (at least) exponentially. Also the
opposite statement is true: If there is an obstruction to a smooth gauge, we cannot localize the
Wannier functions. As we know that the Chern number exactly signals such an impossibility to
choose a smooth gauge. From this we deduce that in a Chern insulator the Wannier functions
can never be localized!

5.4.2 Kitaev wire

In this section we discuss Kitaev’s toy model for a spinless p-wave superconducting chain de-
scribed by

H = �µ
NX

i=1

c†ici �
N�1X

i=1

⇣
tc†ici+1 + ei'�cici+1 +H.c.

⌘
. (5.81)

Here, N is the number of sites, µ the chemical potential, and t and � the hopping and pairing
amplitude, respectively. If we write the same Hamiltonian in momentum space we find

H =
1

2

X

k

⇣
ck c†�k

⌘†✓ �t cos(k)� µ ei'�i sin(k)
�e�i'�i sin(k) t cos(k) + µ

◆

| {z }
H

k

✓
ck
c†�k

◆
with Hk =

X

i

di(k)�i,

where the d-vector is given by

dx(k) = sin(')� sin(k), (5.82)

dy(k) = cos(')� sin(k), (5.83)

dz(k) = �t cos(k)� µ. (5.84)

As we are dealing with a BdG problem, the particle hole symmetry is built in with a UC = �x.
UC = UT

C as expected for a triplet superconductor. It is a bit more involved to determine if
there is also an S symmetry (and consequently also time reversal). A little exercise shows that
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Figure 5.8: (a) Eigenstates for the Kitaev wire for µ < 0 and t = � = 0. (b) The same for
µ > 0, and � = t 6= 0.

for ' = 0, �xH(k)�x = �H(k). Hence, we only need to transform away the phase ' of the
superconducting order parameter. This can be done via

r(') = cos('/2)1+ i sin('/2)�z. (5.85)

With this find an S-symmetry with US = r(')�x. As a by-product, the time-reversal symmetry
is established for a unitary UT = U�1

C US = �xr(')�x = r(�'). A quick look at Tab. 5.1 tells
us that we are in symmetry class BDI characterized by a Z index. Owing to the rotation r('),
which does not depend on k, it is clear that we can use the winding number of chiral systems
to obtain this index. However, we want to anticipate a potential breaking of time reversal
invariance. In this case we deal with a class D-problem for which we established the relative
Chern parity as a good topological index. Recall that the relative Chern parity is obtained by
assuming H(k) to be the ky = ⇡ cut of a two-dimensional Hamiltonian. As a reference we took
for ky = 0 a trivial reference state. Owing to the fact that we deal with a two-band system
we obtain the Chern number from the Skyrmion number (4.9). However, we know that along
ky = 0 the d-vector can be chosen to point constantly in positive z-direction. Moreover, the
particle-hole symmetry forces

dx(0) = dy(0) = dx(⇡) = dy(⇡) = 0. (5.86)

Hence, in order for the Chern number of the interpolation path to be odd, we need (show!)

dz(0)

|dz(0)|
dz(⇡)

|dz(⇡)|
= s0s⇡ = ⌫ < 0. (5.87)

For the present case, this means we require

⌫ = �(t� µ)(t+ µ) < 0 ) |µ| < t. (5.88)

Let us see what this index means for a finite system with edges. To this end it is convenient to
introduce two real fermions per site

ci =
ei'

2
(�iA + i�iB) with the properties �†i↵ = �i↵ and {�i↵, �j�} = 2�↵��ij . (5.89)

In these new real, or Majorana, fermions the Hamiltonian reads

H = �µ

2

NX

i=1

(1 + i�iA�iB)�
i

4

N�1X

i=1

[(�+ t)�iB�i+1A + (�� t)�iA�i+1B] . (5.90)

Let us consider two special points in the phase diagram. For the topologically trivial region we
choose µ < 0 and � = t = 0. In this case the Hamiltonian is trivial and it is clear that in order
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to write in terms of complex fermions again, we just revert procedure (5.89), cf. Fig 5.8. For the
topologically non-trivial case we choose µ = 0 and � = t 6= 0. The Hamiltonian now reduces to

H = � i

2
t

N�1X

i=1

�iB�i+1A. (5.91)

We make two observations: (i) The Majorana operators �1A and �NB do not appear in the
Hamiltonian. (ii) We can go back to a fermionic representation by “paring” Majorana fermions
over bonds

di =
1

2
(�i+1A + i�iB) . (5.92)

Written in these fermions the Hamiltonian is again strikingly simple

H = t

N�1X

i=1

✓
d†idi +

1

2

◆
. (5.93)

Clearly, the di-fermions are the quasi-particle excitations above the superconducting ground
state. However, owing to the fact that �1A and �NB did not appear in the Hamiltonian, we can
form another fermion, see Fig 5.8

f =
1

2
(�1A + i�NB) . (5.94)

This f -fermion formed out of the Majorana modes at the two edges does not appear in the
Hamiltonian. Therefore, the ground state is doubly degenerate: If f |0i = 0 is a ground state,
also |1i = f †|0i is.

5.4.3 Two dimensional px + ipy superconductor

The two-dimensional generalization of a spin-less fermion system that realizes unpaired Majo-
rana fermions is a px + ipy superconductor.2 In a continuum model such a superconductor is
described by the Hamiltonian [16]

H =

Z
dr

⇢
 †

✓
�r2

2m
� µ

◆
 +

�

2

⇥
ei' (@x + i@y) +H.c

⇤�
. (5.95)

Here,  creates a spinless fermion with mass m and ' is the phase of the superconducting order
parameter � 2 R. We consider a system with periodic boundary conditions in both x- and
y-directions (a torus). Introducing the notation  †

k = [ †
k, �k] the above Hamiltonian can be

written as

H =
1

2

Z
dk

(2⇡)2
 †

kH(k) k with H(k) =
X

i

di(k)�i. (5.96)

The d-vector looks like

dx(k) = ��(kx sin(') + ky cos(')), (5.97)

dy(k) = �(kx cos(')� ky sin(')), (5.98)

dz(k) =
k2

2m
� µ. (5.99)

This Hamiltonian is again particle hole symmetric with UC = �x as it describes a triplet super-
conductor. However, due to the kx+iky nature of the pairing, time reversal symmetry is broken,

2So far we have discussed only lattice models. The same can be done for a two-dimensional p
x

+ ip

y

supercon-
ductor. However, the main features we want to touch upon are also accessible in a (simpler) continuum model.
The interested reader is referred the publication by Asahi and Nagaosa [15] for a lattice version.
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which puts us in class D. Hence, we have to calculate the Chern number. The bulk excitation
spectrum ±d(k) is gapped for all values of k and µ 6= 0. To see if µ = 0 corresponds to a topolog-
ical phase transition we study the evolution of the d-vector as a function of k. Remember that
we had to regularize the Dirac fermion problem in Sec. 4. One can do so by putting the system
on a lattice [15]. Alternatively, we note that for k ! 1 the director d̂(k) tends to a unique
vector which does not depend on the direction of k. At this point we can cut o↵ the momentum
integral as there is no further contribution to the Skyrmion density ✏↵�� d̂↵@k

x

d̂�@k
y

d̂� .3

Let us start with the case µ < 0. Note that for momenta with fixed k, dx and dy always sweep
out a circle on the unit sphere at height dz. At k=0 we start at the north pole and slowly slide
down towards the equator before we move back to the north pole at k ! 1. Therefore, the
d-vector does not wrap around S2 and the Chern number is zero. For µ > 0 the d-vector starts
at the south-pole for k = 0 and smoothly moves up to the north-pole at k ! 1. Hence, the
Chern number is non-zero, concretely C = �1.

(a) (b)

(c) (d)

µ < 0
trivial

µ < 0
trivial

µ > 0
topological

r
i

r
o

� = h

2e

�
i

�
o

n

E

n

E

Figure 5.9: (a) Geometry for the chiral Majorana edge modes. (b) Toy model for a vortex in a
px + ipy superconductor. (c) Edge spectrum for (a). (d) Spectrum for (b).

As for the Kitaev chain we would like to investigate the physical consequences of this Chern
number. We know that at an interface between a topologically trivial and non-trivial region
(where the Chern number changes by one) we expect one chiral edge channel. Following the very
nice review by Alicea [16], we consider an Corbino disk by assuming the the chemical potential
µ(r) smoothly goes from positive inside the annulus to negative outside, see Fig. 5.9(a). If we are
interested in the low-energy modes in the vicinity of the edge and if µ(r) varies slowly enough,

3This tendency towards a direction independent d̂(k) for large k was not present in the Dirac problem, which
resulted in a half-quantized “Chern” number.
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we can neglect the r2-term in the Hamiltonian and write in polar coordinates4 (r,#)

Hedge =

Z
dr

⇢
�µ(r) † +


�

2
ei'ei# 

✓
@r +

i@#
r

◆
 +H.c

��
(5.105)

Note that the factor ei# above means that the pairing couples states with di↵erent angular
momentum. To simplify this problem with change to new variables5

 !  0 = e�i#/2 . (5.106)

It is important to note that in the new variables  0, we need to look for solutions with anti-
periodic boundary conditions when encircling the annulus. In the new variables  0† = [ 0†, 0]
the Hamiltonian is written as H = 1

2

R
dr 0†H(r,#) , with

H(r,#) =

✓
�µ(r) �e�i'(�@r + i@#/r)

�ei'(@r + i@#/r) µ(r)

◆
. (5.107)

To solve for H(r,#)�(r,#) = E�(r,#) we make the Ansatz

�(r,#) = ei(n+1/2)#

✓
e�'/2[f(r) + ig(r)]
ei'/2[f(r)� ig(r)]

◆
, with n 2 Z. (5.108)

The prefactor ei(n+1/2)# accounts for the anti-periodic boundary conditions. From the eigenvalue
equation we obtain

[E � (n+ 1/2)�/r]g(r) = �i[µ(r)��@r]f(r) (5.109)

[E + (n+ 1/2)�/r]f(r) = i[µ(r) +�@r]f(r) (5.110)

If �(#, r) is well localized around the inner (ri) or the outer (ro) radius of the Corbino disk, we
can replace 1/r ! 1/ri/o. Therefore the above equations have a solution for the outer edge with
f(r) ⌘ 0

Eo =
(n+ 1/2)�

ro
, (5.111)

�n
o (r,#) = ei(n+1/2)#e

1
�

R
r

ro
dr0 µ(r0)

✓
iei'/2

�ie�i'/2

◆
. (5.112)

4 We use

x = r cos(#) r =
p

x

2 + y

2
, (5.100)

y = r sin(#) cos(#) =
xp

x

2 + y

2
sin(#) =

yp
x

2 + y

2
. (5.101)

Therefore

@

@x

=
@#

@x

@

@#

+
@r

@x

@

@r

= � sin(#)

r

@

@#

+ cos(#)
@

@r

, (5.102)

@

@y

=
@#

@y

@

@#

+
@r

@y

@

@r

=
cos(#)

r

@

@#

+ sin(#)
@

@r

. (5.103)

The pairing term now reads

@

x

+ i@

y

= [cos(#) + i sin(#)]@
r

+ [� sin(#) + i cos(#)]
@

#

r

= e

i#


@

r

+
i@

#

r

�
. (5.104)

5Remember that this is what we usually do to gauge aways a vector potential for the problem of a particle
on a ring. Correspondingly, this transformation induces a term i@

#

! i@

#

+ 1/2. However, this constant terms
vanishes in the pairing due to the Pauli principle.
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And for the inner edge with g(r) ⌘ 0

Ei = �(n+ 1/2)�

ri
, (5.113)

�n
i (r,#) = ei(n+1/2)#e

� 1
�

R
r

ri
dr0 µ(r0)

✓
ei'/2

e�i'/2

◆
. (5.114)

These solutions have a few remarkable features. First, there is always a finite energy gap of
�

2ri/o
, see Fig. 5.9. Second, the excitations are chiral with opposite chirality on the inner and

outer edge. This looks a bit like the quantum Hall e↵ect. However, here, the edge excitations
are not regular complex fermions but are chiral Majorana modes. To see this we consider

 0(r,#) =
X

n

[�n
i (r,#)�

n
in + �n

o (r,#)�
n
o ] . (5.115)

Since the upper and lower components of  0(r,#) are related by Hermitian conjugation, the
above equations imply that

�n
i/o = [��n

i/o ]
†. (5.116)

This means that the operators

�i/o(#) =
X

n

ein#�n
i/o = �†

i/o(#). (5.117)

are actually Majorana fermions.
In order to complete this section we show that vortices in a px + ipy superconductor carry a
Majorana zero mode. The simplest model for a vortex is to take the annulus of before and
thread a flux h/2e through the inner hole. Such a flux quantum gives rise to a phase winding
of the order parameter �, i.e., � ! �(#) = e�i#�. We immediately observe that this swallows
the ei# in (5.105). This in turn, allows us to write the same solutions for  instead of  0, which
obey periodic instead of anti-periodic boundary conditions. Consequently, we have to shift the
pre-factor ei(n+1/2)# ! ein# in �(r,#). Hence the energies for the states on the inner edge read
now, cf. Fig. 5.9

Ei/o =
n�

ri/o
with n 2 Z. (5.118)

In particular the n = 0 solution is a zero energy Majorana mode.6 To understand the implications
of this zero energy Majorana mode we refer to the seminal paper by Ivanov [17].
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Chapter 6

Significant others

Observation of phononic helical edge states in a mechanical ‘topological insulator’

Roman Süsstrunk and Sebastian D. Huber
Institute for Theoretical Physics, ETH Zurich, 8093 Zürich, Switzerland

(Dated: March 25, 2015)

A topological insulator is characterized by a dichotomy between the interior and the edge of a
finite system: While the bulk has a non-zero energy gap, the edges are forced to sustain excitations
traversing these gaps. Originally proposed for electrons goverened by quantum mechanics, it has
remained an important open question if the same physics can be observed for systems obeying
Newton’s equations of motion. Here, we report on measurements that characterize the collective
behavior of mechanical oscillators exhibiting the phenomenology of the quantum spin hall e�ect. The
phononic edge modes are shown to be helical and we demonstrate their topological protection via
the stability against imperfections. Our results open the door to the design of topological acoustic
meta-materials that can capitalize on the stability of the surfaces phonons as reliable wave guides.

The experimental hallmarks of the quantum spin Hall
e↵ect (QSHE) in semi-conductor quantum wells1–5 are two
counter-propagating edge modes that di↵er by their spin
degree of freedom. As long as time reversal symmetry
is preserved, these two modes are independent and do not
scatter into each other. Much of the interest in condensed-
matter research involving topological states is driven by
the use of these protected edge modes for technological
applications such as spintronics,6,7 magnetic devices8 or
quantum information processing.9 The transfer of the phe-
nomenology of the QSHE from the quantum mechanical
realm to classical mechanical systems is therefore both of
fundamental interest and a gateway towards new design
principles in mechanical meta-materials.

Several key problems in the engineering of acoustic ma-
terials can potentially be addressed by capitalizing on
the physics of the QSHE. The edge channels are ro-
bust counter-parts to the well known whispering gallery
modes.10,11 Any application that requires energy to be
confined to the surfaces of some device, for example vi-
bration insulators, can potentially make use of such edge
states. In contrast to the whispering gallery modes, which
are extremely sensitive to the shape of the surface,12 the
topological edge modes are stable under a broad range
of perturbations. Moreover, due to the stability of these
modes, scattering-free phonon wave-guides of almost ar-
bitrary shape can be realized. This in turn enables the
engineering of robust acoustic delay lines13–15 useful for
acoustic lensing.16

How a mechanical system described by Newton’s equa-
tions can reproduce the phenomenology of a quantum me-
chanical model such as the QSHE has, however, remained
an open question.17–19 Moreover, with a view to potential
future applications, it is essential to demonstrate that the
physics of the non-interacting and damping-free QSHE can
be observed in a real mechanical system, which necessarily
su↵ers from losses, disorder and non-linearities inherent to
coupled mechanical oscillators.

A quantum-mechanical lattice problem is described by
a Schrödinger equation of the form

i~ ̇�

i

= H��

ij

 �

j

, (1)

where  �

i

are the wave-function amplitudes for an electron

with spin ↵ on lattice site i and H��

ij

is the Hamiltonian

matrix describing the QSHE.20,21 On the other hand, the
dynamics of a collection of classical harmonic oscillators is
described by Newton’s equation of motion

ẍ
i

= �D
ij

x
j

, (2)

where x
i

are the coordinates of N pendula (i = 1, . . . , N)
and D

ij

is the dynamical matrix containing the couplings
between them. For either system, the existence and prop-
erties of the edge modes are features of the eigenstates of
H or D alone and depend neither on the interpretation of
 �

i

versus x
i

, nor on the nature of the dynamics, i.e., i@
t

versus @2
t

. Hence, we aim to design a dynamical matrix D
incorporating the properties of the QSHE.

FIG. 1: Setup. a, Illustration of two pendula making up one
e�ective site of our lattice model. Six springs are attached to
each pendulum for the coupling to its nearest neighbors. b,
Schematic (top) view of the di�erent types of couplings. Each
green rectangle depicts a logical site hosting an “x” and a “y”
pendulum swinging in the direction of the arrows. The longi-
tudinal couplings are simple springs connecting the pendula.
Transverse couplings are achieved via one or two lever arms,
depending on the required sign of the coupling (see App. A). c,
Our 9 � 15 lattice made of 270 pendula. The two helical edge
states known from the quantum spin Hall e�ect are indicated
in blue and red.
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Floquet topological in
sulator in semiconductor

quantum wells

Netanel H. Lindner
1,2*, Gil Refael

1,2 and Victor Galitski
3,4

Topological phases of matter have captured our imagination over the past few years, with tantalizing properties such as

robust edge modes and exotic non-Abelian excitations, and potential applications ranging from semiconductor spintronics

to topological quantum computation. Despite recent advancements in the field, our ability to control topological transitions

remains limited, and usually requires changing material or structural properties. We show, using Floquet theory, that a

topological state can be induced in a semiconductor quantum well, initially in the trivial phase. This can be achieved by

irradiation with microwave frequencies, without changing the well structure, closing the gap and crossing the phase transition.

We show that the quasi-energy spectrum exhibits a single pair of helical edge states. We discuss the necessary experimental

parameters for our proposal. This proposal provides an example and a proof of principle of a new non-equilibrium topological

state, the Floquet topological insulator, introduced in this paper.

The discovery of topological insulato
rs in solid-state devices

such as HgTe/CdTe quantum wells1,2 , and in materials such

as BixSb1�x alloys, Bi2Te3 and Bi2Se3 (refs 3–5) brings us

closer to employing the unique pro
perties of topological p

hases6,7

in technological applicatio
ns8,9.

Despite this success, the choice of materials that exhibit the
se

unique topological pro
perties remains rather scarce. In most cases

we have to rely on seren
dipity in looking for top

ological materials in

solid-state structures an
d our means to engineer Hamiltonians and

control topological pha
se transitions are very li

mited.

Ourwork demonstrates that newmethods to achieve and co
ntrol

topological structures a
re possible in non-equilibrium conditions,

where external time-dependent perturbati
ons represent a rich and

versatile resource that c
an be used to achieve topological s

pectra in

systems that are topologically t
rivial in equilibrium.

In particular, we show that time-periodic perturbations may

give rise to new differential operators w
ith topological insulator

spectra, dubbed Floquet topological ins
ulators (FTI), that exh

ibit

chiral edge currents when out of equilibrium and possess

other hallmark phenomena associated with topological phases.

These ideas, combined with the highly developed technology

for controlling low-frequency electromagnetic modes, can enable

devices in which fast switching of edge state transport is possible

and the spectral properties (velocity) of the edge states can

be easily controlled.

The Floquet topological ins
ulators discussed here share many

features investigated in previous works. Topological sta
tes have

been explored from the perspective of quantum walks10. Also,

a similar philosophy led to proposals for effective magnetic

fields11,12 and spin–orbit coupling13 in cold-atom systems. A

photovoltaic effect has been proposed in graphene1
4. Another

insightful analogy is the formation of zero-resistance states

in Hall bars at low magnetic fields using radio frequency

radiation15
–18. There is also an article19 proposing that elec-

tric fields with frequencies well below the bandgap can trans-

form the topological phase of the Haldane model20 into a

trivial insulator.

1 Institute of Quantum Information, California Institute of Technology, Pasadena, California 91125, USA, 2Department of Physics, California Institute of

Technology, Pasadena, California 91125, USA, 3Condensed Matter Theory Center, Department of Physics, University of Maryland, College Park, Maryland

20742, USA, 4Joint Quantum Institute, Department of Physics, University of Maryland, College Park, Maryland 20742, USA. *e-mail: lindner@caltech.edu.

Definition of a Floque
t topological insulato

r

Let us first provide a general construction and definition for a

Floquet topological ins
ulator in a generic lattice model, and then

discuss a specific realization: a HgTe/CdTe quantum well. The

generic many-body Hamiltonian of interest is

Ȟ(t )=
X

k2BZ
Hnm(k,t )cn,k

†cm,k+h. c. (1)

where cn,k† and cm,k are fermion creation/annihilation operators,

k

is the momentum defined in the Brillouin zone, and the italic

indices, n,m=1,2,...,N label some internal degrees of free
dom (for

example, spin, sublattice, lay
er indices, and so on). The N ⇥N k-

dependent matrix Ȟ (k,t ) is determined by lattice hoppings
and/or

external fields, which ar
e periodic in time, Ȟ(T+t )=Ȟ(t ).

First, we recall that with
out the time dependence, the topol

ogical

classification reduces to an analysis of the matrix function, Ȟ (k),

and is determined by its spectrum
21,22. An interesting question is

whether a topological c
lassification is possible in non-equilibrium

situation, that is, when
the single-particle Hamiltonian, Ȟ (k,t ), in

equation (1) does have an explicit time dependence, and whether

there are observable ph
ysical phenomena associated with this non-

trivial topology. Consid
er the single-particle Sc

hrödinger equation

associated with equatio
n (1):

[Ȟ (k,t )� iǏ@t ]�k

(t )= 0, with Ȟ (k,t )= Ȟ (k,t +T ) (2)

The Bloch–Floquet the
ory states that the solut

ions to equation (2)

have the form �
k

(t ) = Š
k

(t )�k

(0), where the unitary evolution

is given by the product of a periodic unitary part and a

Floquet exponential

Š
k

(t )= P̌
k

(t )exp[�iȞF(k)t ], with P̌
k

(t )= P̌
k

(t +T ) (3)

where ȞF(k) is a self-adjoint time-independent matrix associated

with the Floquet operator
⇥
Ȟ (k,t )� iǏ@t

⇤
acting in the space

of periodic functions �(t ) = �(t + T ), where it leads to a
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Robust optical delay lines with topologicalprotection
Mohammad Hafezi1*, Eugene A. Demler2, Mikhail D. Lukin2 and Jacob M. Taylor1Phenomena associated with the topological properties of physical systems can be naturally robust against perturbations. This

robustness is exemplified by quantized conductance and edge state transport in the quantum Hall and quantum spin Hall

effects. Here we show how exploiting topological properties of optical systems can be used to improve photonic devices. We

demonstrate how quantum spin Hall Hamiltonians can be created with linear optical elements using a network of coupled

resonator optical waveguides (CROW) in two dimensions. We find that key features of quantum Hall systems, including the

characteristic Hofstadter butterfly and robust edge state transport, can be obtained in such systems. As a specific application,

we show that topological protection can be used to improve the performance of optical delay lines and to overcome some

limitations related to disorder in photonic technologies.

P articles in two-dimensional structures with a magneticfield exhibit a remarkable variety of macroscopic quantumphenomena, including integer1 and fractional2 quantum Hall
and quantum spin Hall effects3, and predicted regimes of fractional
or non-Abelian statistics4,5. A hallmark of these systems is the
presence of edge states, with transport properties that are robust
against disorder and scattering, leading to a quantized conductance
sufficient to provide a resistance standard6,7. The natural robustness
of topological states is actively explored in quantum computation
to achieve fault-tolerant operations8,9. Recently, approaches to
observing similar quantum Hall behaviour in bosonic systems,
including ultra-cold gases (for a review see ref. 10) and photons11–16,
have been suggested. In particular, simulation of the Hofstadter
butterfly spectrum using the one-dimensional Harper equation17,18was suggested in ref. 19.Our method for realization of topological protected photonic
devices focuses on two-dimensional arrays of coupled resonator op-
tical waveguides (CROW) with appropriate linear optical devices.
We can simulate a 2D magnetic tight-binding Hamiltonian with
degenerate clockwise and counter-clockwise modes. This approach
does not require explicit time-reversal symmetry breaking11–15, but
the degenerate modes—time-reversed pairs—behave analogously
to spins with spin–orbit coupling in the electronic quantum spin
Hall effect (QSHE; refs 20–22), and experience a spin-dependent
magnetic field (Fig. 1). When the clockwise and counter-clockwise
modes are decoupled, we can selectively drive each mode and ob-
serve quantum Hall behaviours without breaking the time-reversal
symmetry in the tight-binding Hamiltonian. In a direct analogy to
the electronic integer quantum Hall effect, we show that photonic
edge states carry light at the perimeter of the system, while being
insensitive to disorder, and therefore form a basis for robust
photonic devices. In particular, in comparison to state-of-the-art
1D CROW systems23,24, our approach can be more resistant to
scattering disorders and fabrication errors.
2Dphotonic systemand quantum spinHall HamiltonianAs illustrated in Fig. 1, our system comprises optical ring microres-
onators that support degenerate clockwise and counter-clockwise
modes, restricted to one pair per resonator. We consider these
modes as two components of a pseudo-spin, that is, clockwise

1Joint Quantum Institute, University of Maryland and NIST, College Park, Maryland 20742, USA, 2Physics Department, Harvard University, Cambridge,

Massachusetts 02138, USA. *e-mail: hafezi@umd.edu.

(� = �1, or psuedo-spin down) and counter-clockwise (� = +1,
pseudo-spin up) circulation. Resonators—evanescently coupled to
each other—have been studied in the context of 1DCROW(ref. 25),
where the coupling leads to a tight-binding model for photons
and the corresponding photonic band structure. By coupling these
modes in a two-dimensional arrangement, as we show below under
appropriate conditions, the dynamics of such a photonic system
is described by a Hamiltonian for charged bosons on a square
lattice (tight-binding), but with the addition of a perpendicular,
pseudo-spin-dependent effective magnetic field:

H0 = �

 
X

� ,x,y
â†

�x+1,y â�x,ye�i2⇡↵y� + â†
�x,y â�x+1,yei2⇡↵y�

+ â†
�x,y+1â�x,y + â†

�x,y â�x,y+1

!

(1)
where  is the coupling rate of optical modes and â†

�x,y is the
photon creation operator at the resonator at site (x,y) with different
pseudo-spin components, � = ±1. Specifically, photons acquire
a 2⇡↵� phase when they go around a plaquette—equivalent to
having↵ quanta ofmagnetic flux penetrating each plaquette26,27.To derive the Hamiltonian description, we start by considering
two coupled resonators (Fig. 1a), focusing only on the counter-
clockwise modes inside each resonator. The length of connecting
waveguides is chosen such that photons respectively destructively
(constructively) interfere inside the waveguide loop (resonator)
and, therefore, they will be confined in the resonators rather than
waveguides. Moreover, the lengths of the upper and lower branches
of the waveguide differ from each other, so when a photon hops
from the left to the right resonator it acquires a different phase from
that when it hops in the opposite direction. This can be formally
verified using the standard input–output formalism28. In particular,
the boundary condition at the left resonator can bewritten as

Ê out
x = Ê in

x +
p
2 âx

where the Êx are waveguide electric field operators in the vicinity of
the xth resonator and âx is the resonator electric field operator, as
shown in Fig. 1a. The resonator field equation of motion is @t âx =
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Imaging topological edge states in

silicon photonics

M. Hafezi*, S. Mittal, J. Fan, A. Migdall and J. M. Taylor

Topological features—global properties not discernible locally—emerge in systems ranging from liquid crystals to magnets

to fractional quantum Hall systems. A deeper understanding of the role of topology in physics has led to a new class of

matter—topologically ordered systems. The best known examples are quantum Hall effects, where insensitivity to local

properties manifests itself as conductance through edge states that is insensitive to defects and disorder. Current research

into engineering topological order primarily focuses on analogies to quantum Hall systems, where the required magnetic

field is synthesized in non-magnetic systems. Here, we realize synthetic magnetic fields for photons at room temperature,

using linear silicon photonics. We observe, for the first time, topological edge states of light in a two-dimensional system

and show their robustness against intrinsic and introduced disorder. Our experiment demonstrates the feasibility of using

photonics to realize topological order in both non-interacting and many-body regimes.

C
harged particles in two-dimensional structures with a mag-

netic field exhibit a remarkable range of macroscopic

quantum phenomena, including integer1 and fractional

quantum Hall effects2 and quantum spin Hall effects3, and the

emergence of particles with fractional statistics (so-called anyons)

is predicted theoretically4. Despite great success in electronic

systems, advances in experimental efforts have been hampered by

stringent experimental requirements such as purity. Recently,

neutral ultracold gases have been studied both theoretically and

experimentally for the observation of these effects5–8. Ultracold

atomic systems are advantageous because they provide tools for

the in situ control of most parameters describing quantum Hall

systems. However, a strong effective magnetic field remains

elusive. In contrast, photons, which avoid many of these experimen-

tal difficulties, provide a new avenue for the investigation of

quantum Hall physics at room temperature. Arrays of coupled

optical resonators provide a toolbox, in the context of quantum

simulation, to engineer several classes of Hamiltonians and allow

the direct observation of the wavefunction. Furthermore, such

photonic systems might find applications in optical devices such

as filters, switches and delay lines by exploiting topological robust-

ness9. Here, we report the first implementation of a magnetic-like

Hamiltonian in a two-dimensional photonic system and present

the direct observation of robust edge states—the hallmark of

topological order.
Many proposals for implementing magnetic-like Hamiltonians

in photonic systems require an external field such as a large mag-

netic field10,11, strain12, harmonic modulation13 or optomechani-

cal-induced non-reciprocity14. However, it has been shown that

using an external field is not necessary. Instead, by using either a

polarization scheme15, differential optical paths9 or bi-anisotropic

metamaterials16, one can achieve a magnetic-like Hamiltonian in

direct analogy to a spin–orbit interaction in electronic systems17.

Topological states of light have also been explored in one-dimen-

sional photonic systems18. Moreover, such systems could have

direct applications in silicon photonics9,13. Specifically, we

implement a synthetic gauge potential using an induced pseudo-

spin–orbit interaction where a time-reversed pair of resonator

modes (clockwise and anticlockwise circulation) acts as a pseudo-

spin. Owing to the large size of the resonators (several tens of micro-

metres), such photonic implementation of a magnetic-like

Hamiltonian allows the direct observation of the wavefunction via

optical imaging. We made three primary experimental observations:

(1) light propagates along the system edges where the boundaries are

defined as either the magnetic domains or the physical edges; (2) the

light propagation profile of the edge states remains unchanged over

a broad band, a signature of robustness against intrinsic disorder;

(3) edge-state propagation is robust against introduced disorder—

indeed, transport is not impeded even in the absence of a resonator

on the edge.

Experimental implementation

We fabricated a two-dimensional array of coupled optical-ring reso-

nators in which the design of the waveguides in the array allowed us

to simulate a magnetic field for photons using silicon-on-insulator

(SOI) technology19–25. High-Q ring resonators (Q . 1 × 104) were

fabricated on a SOI wafer with a 220-nm-thick layer of silicon on

top of a 2-mm-thick buried oxide (BOX) layer that isolated the

optical mode and prevented it from leaking to the substrate. The

cross-section of the waveguides, which forms the link and site reso-

nators, was designed to measure 510 nm × 220 nm to ensure single-

mode propagation of the transverse electric (TE) light (the electric

field in the slab plane) at the telecom wavelength (≈1.55 mm).

The typical air gaps for evanescent coupling between the site reso-

nators and the probing waveguides and link resonators were

chosen to be 180 nm and 200 nm, respectively. The 908 bending

radius of the rounded rectangles was chosen to be 6 mm to keep

the bending loss negligibly small24. The fabrication of silicon

chips was performed through ePIXfab, by the Leti-CEA and

IMEC facilities. The masks were made using deep-ultraviolet

193 nm photolithography and were etched in two steps

(70 nm/220 nm) for gratings and waveguides, respectively. The

process was followed by thermal oxidation (10 nm) to reduce the

surface roughness. In our experimental set-up, grating couplers were

used for input and output coupling to the device. Light scattered

from the resonators was spatially imaged using a ×25 microscope

Joint Quantum Institute, National Institute of Standards and Technology/University of Maryland, College Park, Maryland 20742, USA.

*e-mail: hafezi@umd.edu
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Photonic Floquet topological insulators

Mikael C. Rechtsman1*, Julia M. Zeuner2*, Yonatan Plotnik1*, Yaakov Lumer1, Daniel Podolsky1, Felix Dreisow2, Stefan Nolte
2,

Mordechai Segev1 & Alexander Szameit2

Topological insulators are a new phase of matter1, with the striking

property that conduction of electrons occurs only on their surfaces1–3.

In two dimensions, electrons on the surface of a topological insulator

are not scattered despite defects and disorder, providing robustness

akin to that of superconductors. Topological insulators are predicted

to have wide-ranging applications in fault-tolerant quantum com-

puting and spintronics. Substantial effort has been directed towards

realizing topological insulators for electromagnetic waves4–13. One-

dimensional systems with topological edge states have been demon-

strated, but these states are zero-dimensional and therefore exhibit no

transport properties11,12,14. Topological protection of microwaves

has been observed using a mechanism similar to the quantum Hall

effect15, by placing a gyromagnetic photonic crystal in an external

magnetic field5. But because magnetic effects are very weak at optical

frequencies, realizing photonic topological insulators with scatter-free

edge states requires a fundamentally different mechanism—one

that is free of magnetic fields. A number of proposals for photonic

topological transport have been put forward recently6–10. One sug-

gested temporal modulation of a photonic crystal, thus breaking

time-reversal symmetry and inducing one-way edge states10. This is

in the spirit of the proposed Floquet topological insulators16–19, in

which temporal variations in solid-state systems induce topological

edge states. Here we propose and experimentally demonstrate a photo-

nic topological insulator free of external fields and with scatter-free

edge transport—a photonic lattice exhibiting topologically pro-

tected transport of visible light on the lattice edges. Our system is

composed of an array of evanescently coupled helical waveguides20

arranged in a graphene-like honeycomb lattice21–26. Paraxial diffrac-

tion of light is described by a Schrödinger equation where the pro-

pagation coordinate (z) acts as ‘time’27. Thus the helicity of the

waveguides breaks z-reversal symmetry as proposed for Floquet

topological insulators. This structure results in one-way edge states

that are topologically protected from scattering.

Paraxial propagation of light in photonic lattices is described by the

Schrödinger-type equation:

iLzy x,y,zð Þ~{
1
2k0

+2 y x,y,zð Þ{
k0Dn x,y,zð Þ

n0

y x,y,zð Þ ð1Þ

where y(x,y,z) is the electric field envelope function defined by

E(x,y,z) 5 y(x,y,z)exp(ik0z 2 ivt)x; E is the electric field, x is a unit

vector and t is time; the Laplacian, =
2, is restricted to the transverse

(x–y) plane; k0 5 2pn0/l is the wavenumber in the ambient medium;

v 5 2pc/l is the optical frequency; and c and l are respectively the

velocity and wavelength of light. Our ambient medium is fused silica

with refractive index n0 5 1.45, andDn(x,y,z) is the ‘effective potential’,

that is, the deviation from the ambient refractive index. The array is

fabricated using the femtosecond laser writing method; each elliptical

waveguide has a cross-section with major and minor axis diameters of

11mm and 4mm, respectively. The photonic lattice is an array of eva-

nescently-coupled waveguides arranged in a honeycomb structure

with nearest-neighbour spacing of 15mm. The total propagation length

(in the z direction) is 10 cm, which corresponds to the wavefunction y

of a single waveguide mode completing ,20 cycles in phase while

propagating from z 5 0 to z 5 10 cm. The increase in refractive index

associated with the waveguides isDn 5 7 3 1024. The quantum mecha-

nical analogue of equation (1) describes the propagation of a quantum

particle that evolves in time—for example, an electron in a solid. The

waveguides act like potential wells, similarly to nuclei of atoms in

solids. Thus, the propagation of light in the array of helical waveguides

as it propagates in the z direction is equivalent to the temporal evolu-

tion of an electron as it moves through a two-dimensional lattice with

atoms that are rotating in time.

A microscope image of the input facet of the photonic lattice is

shown in Fig. 1a, and a diagram of the helical waveguides arranged

in a honeycomb lattice is shown in Fig. 1b. The period (or pitch) of the

helical waveguides is sufficiently small that a guided mode is adiabati-

cally drawn along with a waveguide as it curves. We therefore trans-

form the coordinates into a reference frame where the waveguides are

invariant in the z direction (i.e., straight), namely: x9 5 x 1 Rcos(Vz),

y9 5 y 1 Rsin(Vz) and z9 5 z, where R is the helix radius and V 5 2p/F

5 2p/1 cm is the frequency of rotation (F 5 1 cm being the period). In

the transformed coordinates, the light evolution is described by:

iLz’y’~{
1
2k0

+’ziA z’ð Þð
Þ2 y’{

k0R2 V
2

2
y’{

k0Dn x’,y’ð Þ

n0

y’ ð2Þ

where y9 5 y(x9,y9,z9), and A(z9) 5 k0RV[sin(Vz9),2cos(Vz9), 0] is

equivalent to a vector potential associated with a spatially homogene-

ous electric field of circular polarization. The adiabaticity of the guided

modes and the presence of the vector potential yield a coupled mode

(tight-binding) equation, via the Peierls substitution10:

iLz’yn(z’)~
X

hmi

ceiA z’ð Þ:rmn ym(z’)
ð3Þ

where the summation is taken over neighbouring waveguides; yn(z9) is

the amplitude in the nth waveguide, c is the coupling constant between

waveguides and rmn is the displacement between waveguides m and n.

Because the right-hand side of equation (3) is z-dependent, there are no

static eigenmodes. Rather, the solutions are described using Floquet

modes, of the form yn(z9) 5 exp(ibz9)Qn(z9), where the function Qn(z9)

is F-periodic18. This yields the spectrum of b (the Floquet eigenvalues

or ‘quasi-energies’) as a function of the Bloch wavevector, (kx, ky), as

well as their associated Floquet eigenmodes. Floquet eigenmodes in the

z direction are equivalent to Bloch modes in the x–y plane. Therefore,

our input beam (initial wavefunction) excites a superposition of Flo-

quet modes whose population does not change over the course of

propagation17,18. The band structure for the case of non-helical wave-

guides (R 5 0) is shown in Fig. 1c. The conical intersections between

the first and second bands are the ‘Dirac points’28, a feature of graphene

that makes it semi-metallic. When the waveguides are made helical

(R . 0), a bandgap in the Floquet spectrum opens, as shown in Fig. 1d,

and the photonic lattice becomes analogous to an insulator—indeed,

to a Floquet topological insulator. As we show below, this structure

possesses topologically protected edge states.
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Learning goals

• We know the basic phenomenology of the quantum Hall e↵ect (QHE)
• We know the structure of the lowest Landau level (LLL)
• We understand the role of disorder for the QHE.

• K. von Klitzing, G. Dorda, and M. Pepper, Phys. Rev. Lett. 45, 494 (1980)

6.1 Introduction

Up to now we were dealing with topological e↵ects in electronic systems. We started with the
quantum Hall e↵ect and have seen that many more variants of electronic systems can have topo-
logical band structures. In the present chapter we want to see how the ideas of topological band
theory found applications in other, seemingly unrelated, fields such as photonic or mechanical
systems.
This chapter is also somewhat unusual as we follow a di↵erent approach in how the topic is
being taught. We will see that among the systems in which topological bands can show up
are (i) coupled ring resonators, (ii) evanescently coupled optical wave guides, (iii) periodically
driven systems (electronic or photonic), and (iv) idealized mechanical systems. In the lecture
we provide a few necessary ingredients to understand the core aspects of these physical systems.
These prerequisites should then allow you to understand the original research papers we list at
the end of this chapter covering the topics (i) – (iv).
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6.2 Photonic systems

6.2.1 Coupled ring resonators

This section follows closely Ref. [1]. One can create “tight-binding” models for optical systems
by weakly coupling high-Q resonators. Similar to the tight-binding approach for electronic band
structures one assumes the electromagnetic field to be well described by the mode of a single
high-Q cavity E⌦(r, t) with frequency ⌦. When several cavities are weakly coupled, for example
by evanescent waves, the electric field will largely be described by the local cavity fields E⌦(r, t)
plus a small correction due to their coupling. In other words, the local cavities play the roles
of the atomic orbitals and the evanescent coupling corresponds to the tunneling matrix element
between these orbitals.
We assume a one dimensional chain of coupled cavities separated by a length a in êx direction
for simplicity. Let us write for the electric field of the full problem

Ek(r, t) = ei!k

t
X

n2Z
e�iknaE⌦(r � naêx). (6.1)

We readily recognize E⌦(r) as the Wannier function and Ek(r, t) as the corresponding Bloch
“wave”-function. Recall that in the absence of source terms the Maxwell equations read

r ^ E = �@B

@t
, (6.2)

r ^ B = µ0✏(r)
@E

@t
, (6.3)

where µ0 is the vacuum permeability and ✏(r) the dielectric constant of the coupled resonators.
The above equations can be combined to

r ^ [r ^ Ek(r)] = µ0✏(r)!
2
kEk(r). (6.4)

We assume E⌦(r) to be real and normalized to

Z
dr ✏(r)E⌦(r) · E⌦(r) = 1. (6.5)

E⌦(r, t) satisfies the same equation with ✏(r) replaced by ✏0(r), the dielectric constant of a single
resonator. If we insert (6.1) into (6.4) we obtain

!2
k = ⌦2

1 +
P

n 6=0 exp(�ikna)�n

1 + �↵
P

n 6=0 exp(�ikna)↵n
, (6.6)

where

↵n =

Z
dr ✏(r)E⌦(r) · E⌦(r � naêx), (6.7)

�n =

Z
dr ✏0(r � naêx)E⌦(r) · E⌦(r � naêx), (6.8)

�↵ =

Z
dr [✏0(r) � ✏(r)]E⌦(r) · E⌦(r). (6.9)

For the case of weakly coupled resonators we can assume that ↵n = �n = 0 for n 6= 1, �1.
Moreover, symmetry requires ↵1 = ↵�1 and �1 = ��1. Putting these observations together we
find

!k = ⌦


1 � �

2
+ 1 cos(ka)

�
, (6.10)
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where

1 = �1 � ↵1 =

Z
dr [✏0(r � aêx) � ✏(r � aêx)]E⌦(r) · E⌦(r � naêx). (6.11)

From these considerations one can clearly see that the system of coupled resonators is described
exactly like a tight-binding hopping model for electrons.
In the papers by Hafezi et al. [2, 3] there is a small twist on the setup presented here. The
“hopping” is not merely through evanescent coupling, but via the help of another wave-guide,
or cavity, of variable length. Read the papers [2] and [3] and try to understand how their setup
connects to what we learned in the last chapter.

6.2.2 Paraxial wave equation

Let us assume the wave equation describing the evolution of the electric field E(r, t) = ei!tE(r)

r2E(r) = �!2µ0✏(r)E(r). (6.12)

We are now making the assumption that the electro-magnetic wave propagate mainly in z-
direction and can be written as

E(r) = E0(r)e
ik0zêx, (6.13)

where E0(r) is a slowly varying envelope that fulfills

|@2zE0(r)| ⌧ |k0@zE0(r)|. (6.14)

Hence, we can write (6.12) as

i@zE0(x, y, z) = � 1

2k0

⇥
@2x + @2y + !2µ0✏(x, y, z)

⇤
E0(x, y, z). (6.15)

Imagine now a periodic collection of parallel wave guides running along the z-direction. In other
words, ✏(x, y, z) = ✏(x, y) with ✏(x+na, y+mb) = ✏(x, y) for some a, b 2 R and n, m 2 Z. Hence,
we can think of the z-direction as the time axis. The transverse dynamics is then equivalent to
the one governed by the single particle Schrödinger equation in the periodic potential ✏(x, y).
These considerations are a first step in understanding the “Photonic Floquet topological insu-
lator” presented in Ref. [4]. Before we can embark on this paper, however, we need a few more
prerequisites.

6.2.3 Floquet theory

A system which is topologically trivial might be rendered non-trivial by the application of a
periodic perturbation. In order for us to apply our toolbox for the classification of topological
insulators we need to have a time-independent problem at hand. Owing to the periodic nature
of the perturbation, we can use the time-domain analog to Bloch theory: Floquet theory [5].
The basic observation is that solutions of the Schrödinger equation of a Hamiltonian of the form
H(t) = H(t + T ) can be written as

 (t) = ei✏↵t�↵(t) with �↵(t) = �↵(t + T ). (6.16)

Clearly we observe that ✏↵, called the quasi-energy, is the counterpart to the quasi-momentum
in Bloch theory. Moreover, if we are only interested in the “stroboscopic” evolution to times
t = nT , with n 2 Z, the wave-function changes by

 (T ) = ei✏↵T�↵(0). (6.17)

It is easy to show that �↵(t) are the solutions to

[H(t) � i~@t]�↵(t) = HF (t)�↵(t) = ✏↵�↵(t). (6.18)
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HF is called the Floquet operator. Furthermore, we can write for the evolution operator

K(T ) = T exp


� i

~

Z T

0
dt H(t)

�
= exp


i

~HF

�
, (6.19)

where T is time time-ordering operator. The Floquet Hamiltonian HF is time-independent, has
the eigenvalues ✏↵, and governs the topological properties at long times.1 The standard task in
Floquet theory is to find the e↵ective time-independent HF corresponding to the time-dependent
Floquet operator HF .
A complete coverage of Floquet theory is well beyond the scope of this lecture. However, there
are two limiting cases where we can understand what has to be done.

The resonant case

First, in the limit where the drive frequency ! is (near) resonant with a level spacing of the
Hamiltonian we can apply the rotating wave approximation (RWA). Let us consider a simple
example

H(t) =
~!0

2
�z + � cos(!t)�x. (6.20)

We can go to a rotating frame by

U = P+ + P�ei!t =

✓
1 0
0 0

◆
+

✓
0 0
0 1

◆
ei!t. (6.21)

We now transform

U †HFU =

✓ ~!0
2

�
2 + �

2 ei2!t

�
2 + �

2 e�i2!t ~! � ~!0
2

◆

| {z }
H

F

�i~@t. (6.22)

If ! ⇡ !0 and � ⌧ ~!0, the two states are approximately degenerate and we can neglect the term
/ exp(2i!t) as it quickly averages to zero. Hence, we found a time-independent Hamiltonian
HF . This approximation is relevant for a resonant drive as discussed in Ref. [6].

The o↵-resonant case

In the second limit, where ! is much larger than any frequency in the Hamiltonian we can find
HF in a series in 1/!. To this end, we expand the time-ordered product in (6.19)

H0
F =

1

T

Z T

0
dtH(t), H1

F = � i

2T

Z T

0
dt

Z t

0
dt0 [H(t), H(t0)]. (6.23)

We now write H(t) as a Fourier-series (! = 2⇡/T )

H(t) =
X

n2Z
Hnei!nt, (6.24)

which leads to

H0
F = H0, (6.25)

H1
F =

1

!

1X

n=1

1

n
([Hn, H�n] � [Hn, H0] + [H�n, H0]) . (6.26)

Applying this procedure to graphene in a circularly polarized electric field, one can understand
both Refs. [4] and [7].

1Here, we gallantly overlooked how this procedure depends on the initial time t (which we set to zero) and the
phase of the periodic driving.
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6.3 Publications

Study the following papers in groups of two to three students and explain them in two weeks in
a short presentation:

• Quantum spin Hall e↵ect in silicon photonics [2, 3].

• Floquet topological insulators in semi-conductors [6].

• Photonic topological insulator in coupled wave-guides [4].

• Quantum spin Hall e↵ect for phonons [8].
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8. Süsstrunk, R. & Huber, S. D. “Observation of phononic helical edge states in a mechan-
ical ’topological insulator’”. arXiv:1503.06808. <http://arxiv.org/abs/1503.06808>
(2015).

62

http://dx.doi.org/10.1364/OL.24.000711
http://dx.doi.org/10.1364/OL.24.000711
http://dx.doi.org/10.1038/nphys2063
http://dx.doi.org/10.1038/nphys2063
http://dx.doi.org/10.1038/nphoton.2013.274
http://dx.doi.org/10.1038/nphoton.2013.274
http://dx.doi.org/10.1038/nature12066
http://www.numdam.org/item?id=ASENS_1883_2_12__47_0
http://dx.doi.org/10.1038/nphys1926
http://dx.doi.org/10.1038/nphys1926
http://www.nature.com/nature/journal/v515/n7526/full/nature13915.html
http://arxiv.org/abs/1503.06808
http://arxiv.org/abs/1503.06808
http://arxiv.org/abs/1503.06808


Chapter 7

The fractional quantum Hall e↵ect I

Learning goals

• We are acquainted with the basic phenomenology of the fractional quantum Hall e↵ect.
• We know the Laughlin wave function.
• We can explain the mutual statistic of Laughlin quasi-particles

• D.C. Tsui, H.L. Stormer, and A.C. Gossard, Phys. Rev. Lett. 48, 1559 (1982)
VOLUME 48, NUMBER 22 PHYSICAL-- REVIEW LETTERS $1 MAY 1982
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V sec, using I=1 p, A. The Landau level filling factor is
defined by v =nb/eB.

generacy" is seen in the appearance of these
features at odd-integer values of v. As observed
earlier, "the plateaus in p „„aswell as the van-
ishing of p „„become increasingly pronounced as
T is decreased.
In the extreme quantum limit, v & 1, only the

lower spin state of the lowest Landau level, i.e.,
the (0, &) level, remains partially occupied. In
this regime (i.e., B)50 kG in Fig. I), the sys-
tem is complete1. y spin polarized. For T& 4.2 K,
p„,=B/ne, and p„„shows also nearly linear de-
pendence on B, as expected from the free-elec-
tron theory of Ando and Uemura. '" At lower T,
p„, deviates from p„,=B/ne at v - —,'. This devia-
tion becomes more pronounced as T decreases
and approaches a plateau of p„,= 3h/e2, within an
accuracy better than 1%% at 0.42 K. The appear-
ance of this plateau is accompanied by a minimum
in p„„, as apparent in the lower panel of Fig. 1.
The development of these features is similar to
that of the quantized Hall resistance and the con-
comitant vanishing of p„„, observed at integral

TEMPERATURE T (K)
FIG. 2. T dependence of (a) the slope of p„~ at v=3,

normalized to the slope at -30 K, |,'b) p„„at v=3, and
(c) p„„at v=0.24.

values of v at higher T. Moreover, for v & —,
'

and away from the plateau region, p„„shows
strong increase with decreasing T, while p„,
shows very weak decrease or essentially inde-
pendence of T. This behavior has been seen to
v=0. 21, the smallest v attained in this experi-
ment.
Figure 2 illustrates the development of p„„and
p„, at fixed B as a function of T. Figure 2(a)
shows the slope of p„, at v = —,', normalized to the
slope at high T (-30 K), for three samples with
slightly different n. Figure 2(b) shows the ac-
companying p„„minimum (at v = —,'), and Fig. 2(c)
shows p„„at v =0.24 to illustrate its T dependence
for v & —,', away from the Hall plateau. Several
points should be noted. First, the slope of p„at
v = —,
' approaches zero at T -0.4 K, indicative of a.

true quantized Hall plateau. Second, replotting
the data in Fig. 2(a) on logarithmic slope versus
inverse T scale shows a linear portion for data
taken at T ~1.1 K. This fact allows us to extrapo-
la,te the normalized slope to 1 at To= 5 K, which
we identify as the temperature for the onset of
this phenomenon. Third, p„at v= —,

' is -6 kQ/
1560

Figure 7.1: Measurements of the longitudinal and transverse resistance in a semiconductor
heterostructure. At low temperatures a Hall plateau develops at a filling fraction ⌫ = 1/3
together with a dip in the transverse conductance. Figure take from Ref. [1] (Copyright (1982)
by The American Physical Society).

We have seen that the Hall conductance in a large magnetic field is quantized to multiples of the
quantum of conductance e2/h. We could explain this quantization via a mapping of the linear
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response expression for the Hall conductance to the calculation of the Chern number of ground
state wave function. The seminal experiment of Tsui et al. showed, however, that in a very
clean sample, the Hall conductance develops a fractional plateau at one third of a quantum of
conductance, see Fig. 7.1. In this chapter we try to understand how this can come about and
how it is compatible with our derivation of the integer-quantized Hall conductance. So far we
have only dealt with free fermion systems where the ground state was a Slater determinant of
single particle states. Let us start from such a ground state and see how we might understand
the fractional quantum Hall e↵ect via a wave function inspired by such a Slater determinant.

7.1 Many particle wave functions

We have seen in the exercise class that in the symmetric gauge, where A = �1

2

r^B, the lowest
Landau level wave function can be written as

 m(z) / zme�
1
4
|z|2 , z =

1

l
(x + iy), l =

r
~

eB
. (7.1)

We have also seen that the m’th wave function is peaked on a ring that encircles m flux quanta.
A direct consequence of (7.1) is that any function

 (z) = f(z)e�
1
4
|z|2 (7.2)

with an analytic f(z) is in the lowest Landau level. Let us make use of that to address the
many-body problem at fractional filling. At fractional fillings, these is no single-particle gap
as the next electron can also be accommodated in the same, degenerate, Landau level. Hence,
we need interactions to open up a gap. Let us assume a rotational invariant interaction, e.g.,
V (r) = e2/✏r. Moreover, we start with the two-particle problem. Requiring relative angular
momentum m and total angular momentum M , the only analytic wave function is

 m,M (z
1

, z
2

) = (z
1

� z
2

)m(z
1

+ z
2

)Me�
1
4(|z1|2+|z2|2). (7.3)

Given the azimuthal part (angular momentum), no radial problem had to be solved! The
requirement to be in the lowest Landau level fixes the radial part. ) All we need to know about
V (r) are the Haldane pseudo-potentials1

vm = hMm|V |Mmi. (7.4)

7.1.1 The quantum Hall droplet

Let us now construct the many-body state for the two-particle state centered around z = 0. For
⌫ = 1 we construct the Slater determinant with the orbits m = 0, 1

 (z
1

, z
2

) = f(z
1

, z
2

)e�
1
4

P2
j=1 |zj |2 with f(z

1

, z
2

) =

����
1 1
z
1

z
2

���� = �(z
1

� z
2

). (7.5)

The generalization to N particles with m = 0, . . . , N � 1 will fill a circle of radius
p

2N and f
is given by the Vandermonde determinant

f = �
Y

i<j

(zi � zj). (7.6)

1If we neglect Landau level mixing!
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Figure 7.2: Haldane pseudo potentials for the Coulomb interaction in the lowest Landau level
as a function of relative angular momentum m. The even relative angular momenta (red) are
irrelevant for a fermionic system. In the following we approximate the full Coulomb potential
with the first pseudo potential by setting vm>1

⌘ 0

Therefore, the many-body wave function of a filled lowest Landau level is given by

 ({zi}) =
Y

i<j

(zi � zj)e
� 1

4

P
N

j=1 |zj |2 . (7.7)

Building on this form of the ground state wave function R. Laughlin made the visionary step
[2] of proposing the following wave function for the one third filled Landau level2

 L({zi}) =
Y

i<j

(zi � zj)
3e�

1
4

P
N

j=1 |zj |2 . (7.8)

Before we embark on a detailed analysis of this wave function, let us make a few simple comments:
(i) No pair of particles has a relative angular momentum m < 3! ) if we only keep the smallest
non-trivial Haldane pseudo potential v

1

,  L is an exact ground state wave function in the lowest
Landau level. (ii) if g({zi}) is a symmetric (under exchange i $ j) polynomial, then  = g L

is also in the lowest Landau level. In particular

 {w
s

}({zi}) =
nY

s=1

NY

j=1

(zj � ws) L({zi}) (7.9)

is a wave function of N particles depending on the n (two dimensional) parameters wn = xn+iyn
and is in the lowest Landau level. We will study this generalization if the Laughlin wave-function
in the following. Keep in mind that the ground-state shall be described by  L({zi}) and we will
argue that  {w

s

}({zi}) corresponds to an excited state with quasi-holes at the positions ws.

7.2 The plasma analogy

In order to better understand the Laughlin wave function we make use of a very helpful analogy
called the “plasma analogy” [3]. We write the probability distribution in the form

| {w
s

}({zi})|2 = exp
⇥
�6E{w

s

}({zi})
⇤

= e��E , Z =

ˆ
dze��E , (7.10)

2It is maybe interesting to state here the full abstract of this paper: This Letter presents variational ground-

state and excited-state wave functions which describe the condensation of a two-dimensional electron gas into a

new state of matter. Keep its length in mind when you write your Nobel paper...
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with

E{w
s

}({zi}) = �1

3

X

sj

log |zj � ws| �
X

i<j

log |zi � zj | +
X

j

|zj |2
12

. (7.11)

We will argue in the following that | {w
s

}({zi})|2 is given by the Boltzmann weight if a fake
classical plasma at inverse temperature � = 6. Note that this is just a way of interpreting a
quantum mechanical wave function. There is no plasma involved. Moreover, when we speak
of “charges” in the following, we mean the fake charges of our plasma analogy. When we are
interested in real, electronic charges, we will calculate (electron) densities with the help of the
plasma analogy. From these real electron densities we will infer the actual real charge.
Let us remind ourselves of two-dimensional electrodynamics. From Gauss’ law we findˆ

dsE = 2⇡Q ) E(r) =
Qr̂

r
) �(r) = �Q log(r/r

0

) (7.12)

and the two dimensional Poisson equation is given by

r · E = �r2� = 2⇡Q�(r). (7.13)

We can now interpret the terms in E{w
s

}({zi}):

1. � log |zi � zj |: electrostatic repulsion between two unit charges (fake charges...).

2. �1

3

log |zi � ws|: interaction of a unit charge at zi with a charge 1/3 at ws.

3. �r2|z|2/12 = �1/3l2 = 2⇡⇢b with ⇢b = �1

3

1

2⇡l2
. Hence,

P
j |zj |2/12 is a background

potential to keep the plasma (in the absence of ws) charge neutral (Jellium).

With these interpretations we are in the position to analyze the properties of  {w
s

}({zi}):

1. log r – interactions make density variations extremely costly. Therefore the ground state,
i.e.,  L({zi}) has uniform density:

) ⇢ =
1

3

1

2⇡l2
) ⌫ =

1

3
. (7.14)

This we could also have inferred from the fact that the largest monomial zMj appearing in

 {w
s

}({zi}) has M = 3N . Hence, the radius of the droplet would be /
p

3N and hence
the area three times larger than for the ⌫ = 1 case.

2. Each ws corresponds to a charge 1/3. Therefore, it will be screened by the z-Plasma with
a compensating charge �1/3. ) each ws corresponds to a quasi-hole with e⇤ = � e

3

.

3. The plasma analogy also allows us to find to normalization of the wave function  {w
s

}({zi}):

 {w
s

}({zi}) = C
Y

s<p

|ws � wp|1/3
Y

sj

(zj � ws)
Y

i<j

(zi � zj)
3e�

P
j

|z
j

|2
4 e�

P
s

|w
s

|2
12 . (7.15)

For this normalization we find a new plasma energy

E = �1

9

X

s<p

log |ws�wp|�
1

3

X

sj

log |zj�ws|�
X

i<j

log |zj�zi|+
X

j

|zj |2
12

+
X

s

|ws|2
36

. (7.16)

We see that all “forces” between ws, zj are mediated by two-dimensional Coulomb elec-
trodynamics ) all forces on ws are screened )

Fw
s

=
@ log Z

@ws
⇡ 0 for |ws � wp| � 1. (7.17)

Hence Z =
´

dz | |2 = const, and we can normalize it with an appropriate C.
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Before we calculate the charge of a quasi particle in another way that highlights the relation to
their mutual statistics, �xy, and eventually the ground-state degeneracy on the torus, we want to
convince ourselves that  L is describing a ground state with a gapped excitation spectrum above
it: If we want to make an electronic excitation we have to change the relative angular momentum
by one. Therefore, we will have to pay the cost v

1

corresponding to the first Haldane pseudo
potential! How did  L manage to be such a good candidate wave function? One argument is
due to Halperin [3]:
Fix all zj expect for zi. Take zi around the whole droplet.  L needs to pick up an Aharonov-
Bohm phase 2⇡N/⌫ = 2⇡N3.  L must also have N zeros (whenever zi ! zj) due to the Pauli
principle. ) 2N zeros could be somewhere else, not bound to any special particle configuration
(like to the coincidence of two particles as above) to pick up the proper Aharonov-Bohm phase.
However, the Laughlin wave function does not “waste” any zeros but uses them all to avoid
interactions.

7.3 Mutual statistics

We want to move the quasi-particle described by the location ws around and see what Aharonov-
Bohm and statistical phase they pick up. For this we calculate the Berry phase

� =

˛
Aµduµ with Aµ = i

⌦
 
��@uµ 

↵
. (7.18)

Our “slow” parameters uµ are the x and y coordinates of the positions ws of the quasi-holes.
There is a problem with the above formula, however: At ws ! wp, the normalized  {w

s

}({zi})
is not di↵erentiable. In order to make it di↵erentiable we apply a gauge transformation

 ̃{w
s

}({zi}) = e
i

3

P
s<p

arg(w
s

�w
p

) {w
s

}({zi}). (7.19)

For fixed positions {ws} it is clear that this amounts to a simple global phase change. However,
through

e
i

3

P
s<p

arg(w
s

�w
p

) =
Y

s<p

(ws � wp)1/3

|ws � wp|1/3
(7.20)

it cures the problem with di↵erentiability for ws ! wp and we can use (7.18) to calculate
Berry phases. Note, however, that we made  ̃{w

s

}({zi}) multivalued. The requirement of global
integrability necessitated this step: a phenomena we saw already in the calculation of the Chern
number.
The calculation of the Berry curvature is now straight forward. We use ws = xs + iys and
w̄s = xs � iys as our coordinates. Let us start with

Aw̄
s

= i
⌦
 
��@w̄

s

 
↵

(7.21)

= i|C|2
ˆ

dz

ˆ
dz̄

Y

a<b

Y

cd

Y

e<f

(w̄a � w̄b)
1/3(w̄c � z̄d)(z̄e � z̄f )

3e�
P

g

z

g

z̄

g

4 e�
P

h

w

h

w̄

h

12

⇥ @w̄
s

Y

i<j

Y

kl

Y

m<n

(wi � wj)
1/3(wk � zl)(zm � zn)3e�

P
o

z

o

z̄

o

4 e�
P

p

w

p

w̄

p

12 (7.22)

= �i
ws

12
. (7.23)

For Aw
s

we use the fact that our wave function is normalized

0 = @w
s

h | i = h@w
s

 | i + h |@w
s

 i ) Aw
s

= h |@w
s

 i = �h@w
s

 | i. (7.24)

The last term, however, is now easy to calculate as h | depends on ws only through the expo-
nential factor. Hence the calculation of Aw

s

is analogous to the one of Aw̄
s

and we find

Aw
s

= i
w̄s

12
. (7.25)
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The Berry curvature is then given by

Fw
s

w̄
s

= @w
s

Aw̄
s

� @w̄
s

Aw
s

= � i

6
. (7.26)

From this we can calculate the Berry phase for bringing the coordinate ws around an area A

'A = �i

‹
A

dwsdw̄s Fw
s

w̄
s

= �1

6

‹
A

dxdy
2

l2
= ��A

3
, (7.27)

where �A is the magnetic flux through the area A. This confirms again the finding that each
ws in the wave-function  {w

s

}({zi}) describes a quasi-particle of charge

e⇤ = �e

3
. (7.28)

Note, that hand in hand with the appearance of a fractional charge e⇤, we also picked up a non-
trivial mutual statistics: If we move ws once around wp, we go back to the same wave-function
up to a phase factor exp(2⇡i/3). This readily leads to a mutual statistical phase of exp(⇡i/3).
Therefore our e/3 quasi-particles are neither bosons nor fermions but anyons with a statistical
angle of ⇡/3.

w
r

w
s

: ei2⇡/3 ) : ei⇡/3

Figure 7.3: Mutual statistics.

To elucidate the connection between �xy, e⇤ = �e/3 and exp(i⇡/3) further we go through a
Gedankenexperiment in analogy to Laughlin’s pumping argument for the integer quantum Hall
e↵ect, cf. Fig 7.4. Let us consider a disk displaying the 1/3 fractional quantum Hall e↵ect.
We insert a flux quantum through a thin solenoid in the center. The induced current in radial
direction is then given by

J
ˆ

r

= �xyE
ˆ' = ��xy

@'

@t
. (7.29)

Therefore the charge accumulated on the center of the disk is given by

Qcenter =

ˆ
dt J

ˆ

r

= �1

3

e2

h

ˆ
dt
@'

@t
= �e

3
. (7.30)

Qcenter
E'̂

'(t)

Jr̂

Figure 7.4: Pumping argument. Inserting a flux quantum h/e leads to an accumulation of charge
�e/3. In the limit of an infinitely small solenoid we can gauge h/e away and we end up with a
stable excitation in the form of a quasi-hole carrying one third of an electronic charge.
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Figure 7.5: Illustration of the actions of (a) Tx(y) and (b) TxTyT
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x T�1

y (see text).

After we inserted a full flux quantum h/e through the solenoid, we can gauge the phase away
and we arrive at the same Hamiltonian. However, we do not necessarily reach the same state
but we might end up in another eigenstate of the Hamiltonian. The accumulated charge �e/3
in the center must therefore be a stable quasi-hole after the system underwent spectral flow!
Let us bring a test quasi-hole around the solenoid: Either we think of exp(2⇡/3) as a statistical
flux after we gauged away the h/e. Equivalently we can think of the additional flux of the
solenoid spread over a finite area. We can then not gauge the flux away and hence we did not
induce a stable quasi-hole. In contrary, the test particle accumulated a exp(2⇡/3) Aharonov-
Bohm phase. This links the properties

�xy =
1

3

e2

h
, e⇤ = �e

3
, ei⇡/3 – anyons. (7.31)

7.4 Ground state degeneracy on the torus

During the discussion of the integer quantum Hall e↵ect we found that the Hall conductivity
has to be an integer multiple of e2/h. How can we reconcile this with the fractionally quantized
plateau at ⌫ = 1/3 in Fig. 7.1? The key issue was the assumption of a unique ground state on
the torus with a finite gap to the first excited state. We are now proving that this is not the
case of a state described by Laughlin’s wave function for the ⌫ = 1/3 plateau.
Consider an operator Tx (Ty) that creates a quasi-particle – quasi-hole pair, moves the quasi-hole
around the torus in x (y) direction an annihilates the two again, cf. Fig. 7.5(a). We consider
now the action of TxTyT

�1

x T�1

y . Tx shall create the pair in the middle of the chart in Fig. 7.5(b),
Ty close to a corner. Moreover, the Ty movements we perform on a given chart, for the Tx

movements we move the chart in the opposite direction. From this we see that one quasi-hole
encircles the other! ) TxTy = exp(2⇡i/3)TyTx. In addition we have the following property
T 3

x = T 3

y = 1 as moving a full electron around the torus has to be harmless as this is what we
demand for the boundary conditions.3 The fact that [Tx, Ty] 6= 0 means they act on a space
which is more than one-dimensional. However, they act on the ground-state manifold of the
fractional quantum Hall e↵ect on the torus. This requires that there are several ground state
sectors for the ⌫ = 1/3 state. One can show that

Tx =

0

@
0 1 0
0 0 1
1 0 0

1

A Ty =

0

@
1 0 0
0 e2⇡i/3 0
0 0 e4⇡i/3

1

A (7.32)

3Remember the gluing phase in chapter 3.
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are the unique irreducible representation of the algebra defined by the above conditions. We
conclude that the ⌫ = 1/3 state is threefold degenerate on the torus.
We conclude this chapter by stating that X.-G. Wen generalized the observation that ground-
state degeneracy on the torus and fractional statistics are deeply linked a give rise to a new
classification scheme of intrinsically topologically states (as opposed to non-interaction topo-
logical states such as the integer quantum Hall e↵ect or more generally topological insulators)
[4].
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Chapter 8

Composite fermions

Learning goals

• We know what a coherent state path integral is.
• We know the concept of a composite fermion.
• We know how to get from composite fermions to a Chern-Simons theory.

• Willett, R. et al., Phys. Rev. Lett. 59, 1776 (1987)

8.1 Path integrals

8.1.1 Why do we need a path integral

In this section we try to argue why we need a path integral representation of the partition sum

Z =

ˆ
D[�̄�]e�S[ ¯�,�]. (8.1)

First of all, we trade non-commuting bosonic operators with an integral over all “field” configu-
rations, i.e.,

[., .] ! D[�̄, �]. (8.2)

Moreover, we replace complicated anti-commutations for fermions we a simple tool called Grass-
mann numbers. Before we are going to explain what we exactly mean with expression (8.1), we
list a few nice properties that we will gain from a path integral formalism.

1. We can use Gaussian integrals
ˆ

D[�̄�]e�¯�TA� =
1

det A
. (8.3)

2. We can complete the square

ˆ
D[�̄�]e�¯�TA�+#T

¯�+¯#T� =

ˆ
D[�̄�]e�(

¯��A�1
¯#)TA(��A�1#)+¯#TA�1# =

e
¯#TA�1#

det A
. (8.4)

This completing of the square in turn has three important applications:

(a) Greens functions (or more generally, two-point correlators) in a quadratic theory can
be calculated by coupling sources #

h�̄i�ji =

´
D[�̄�]�̄i�je

�S[ ¯�,�]´
D[�̄�]e�S[ ¯�,�]

=
�2

�#i�#̄j

����
#=¯#=0

e
¯#TA�1# = [A�1]ij . (8.5)
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(b) “Integrating out” linearly coupled quadratic degrees of freedom

ˆ
D[�̄�]D[#̄#]e�S[ ¯�,�]+�T

¯#+¯�T#�¯#TB# =

ˆ
D[�̄�]e�S[ ¯�,�]+¯�TB�1� =

ˆ
D[�̄�]e�Se↵ [

¯�,�]. (8.6)

(c) Or the reverse of it, called Hubbard Stratonovich transformationˆ
D[�̄�]e�¯�TA�+¯�T�¯�T� =

ˆ
D[�̄�]D[#]e�(

¯#�¯�T�)(#�¯�T�)��TA�+¯�T�¯�T� (8.7)

=

ˆ
D[�̄�]D[#]e�¯##+2#¯�T��¯�T�¯�T��¯�TA�+¯�T�¯�T� (8.8)

=

ˆ
D[�̄�]D[#]e�¯##�¯�T

(A+2#)� (8.9)

=

ˆ
D[#]e�¯##�tr log[A+2#]. (8.10)

This is still not a quadratic theory, but the logarithm can be expanded step by step
to get an e↵ective theory.

3. We can do mean-field calculations

�S[�̄, �]

��̄
= 0 ) �MF. (8.11)

After all these expected profits, let us start introducing such a path integral representation of
the partition sum.

8.1.2 Coherent state path integral

Given a quantum mechanical problem defined by a Hamiltonian H, we want to express the
partition sum

Z = tre��H =
X

n

hm|e��H |mi, (8.12)

as a path integral. For this we use coherent states

|�i = e⌘
P

i

�
i

c†
i |vaci ) ci|�i = �i|�i, (8.13)

and we used ⌘ = ±1 for bosons (fermions), respectively. Remember that they are not orthogonal

h�|#i = e
¯�T#. (8.14)

For bosons, �i 2 C. For fermions we need to take care of anti-commutations. This can be
achieved by requiring �i to be Grassmann numbers.
Grassmann numbers are defined by

�i�j = ��j�i; @�
i

�j = 0;

ˆ
d�i = 0;

ˆ
d�i�i = 1. (8.15)

From this follows immediatelyˆ
d�̄id�i e

�¯�
i

a�
i =

ˆ
d�̄id�i [1 � �i�ia] = a. (8.16)

Which immediately leads toˆ
d(�̄�) e�¯�TA� =

Y

n

ˆ
d�̄nd�n e�

P
rs

¯�
r

A
rs

�
s = det A. (8.17)
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Note that this is similar to the bosonic case, however [det A]�1 is replaced with det A.
With the help of the coherent states |�i we can now write a complicated but tremendously useful
resolution of the unity

1 =

ˆ
d(�̄�) e�¯�T�|�ih�|. (8.18)

To proof this identity, we have to show that ci and c†i commute with the right-hand side:

ci

ˆ
d(�̄�) e�¯�T�|�ih�| =

ˆ
d(�̄�) e�¯�T�ci|�ih�| =

ˆ
d(�̄�) e�¯�T��i|�ih�| (8.19)

= �
ˆ

d(�̄�) [@
¯�
i

e�¯�T�]|�ih�| (8.20)

P.I.
=

ˆ
d(�̄�) e�¯�T�[(@

¯�
i

|�i)
| {z }

=0

h�| + |�i(@
¯�
i

h�|)] (8.21)

=

ˆ
d(�̄�) e�¯�T�|�ih�|ci. (8.22)

In the last line we used

c†i |�i = @�
i

|�i ) @�
i

h�| = h�i|ai. (8.23)

With this we showed that ci indeed commutes with the alleged unity. For c†i one starts from
the other end end and goes through the same manipulations (show!). As all operators in the
Fock space can be written as products (and sums) of the creation and annihilation operators,
we have shown that indeed ˆ

d(�̄�) e�¯�T�|�ih�| / 1. (8.24)

Let us check for the proportionality factor

hvac|1|vaci = 1 =

ˆ
d(�̄�) e�¯�T�hvac|�ih�|vaci. (8.25)

Let us now rewrite the trace in the partition sum

Z =
X

n

hn|e��H |ni =

ˆ
d(�̄�)

X

n

hn|�ih�|e��H |nie�¯�T� (8.26)

=

ˆ
d(�̄�) e�¯�T�

X

n

h⌘�|nihn|e��H |�i =

ˆ
d(�̄�) e�¯�T�h⌘�|e��H |�i. (8.27)

Now we need to fix an important property. In order for our path integral approach to go through,
we need to normal order our Hamiltonian. This means, we arrange all operators in H such that
all c†i stand to the left of all ci. As the fields �i are just complex numbers (for bosons, at least),
this will be the last time we can take care of the operator nature of second quantized quantum
mechanics. We write for the normal ordered Hamiltonian explicitly

Z =

ˆ
d(�̄�) e�¯�T�h⌘�|e��H(c†,c)|�i. (8.28)

Next, we re-write

�H(c†, c) =
�

N

NX

i=1

H(c†, c) (8.29)

and we insert a unity in between all resulting factors

Z =

ˆ
�1

=⌘�N , ¯�1
=⌘ ¯�N

NY

i=1

d(�̄i�i)e
�

N

P
N

i=1
(�̄i��̄

i+1)�i

�/N

+H(

¯�i,�i

)

. (8.30)
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Note that the superscript i labels the i’th insertion of the unity. One often calls � the “imaginary
time” in relation to the real time propagator exp(itH). Within this interpretation, i corresponds
to the i’th time slice. If we now take the limit N ! 1, we are taking a continuum limit in
imaginary time where

�i ! �(⌧) and
�

N

X

i

!
ˆ �

0

d⌧. (8.31)

We can now write down our sought path integral

Z =

ˆ
D[�̄�]e�S[ ¯�,�], (8.32)

S[�̄, �] =

ˆ �

0

d⌧ �̄T@⌧� + H(�̄, �), (8.33)

D[�̄, �] = lim
N!1

NY

i=1

d(�̄i�i); �̄(0) = ⌘�̄(�), �(0) = ⌘�(�). (8.34)

8.1.3 Kubo formula

We already got acquainted with the Kubo formula in Chap. 3. We want to revisit here in the
language of our newly introduced coherent state path integral. Imagine a “force” F (r, !) coupled
to the “coordinate”

X̂ =
X

↵�

c†↵X↵�c� . (8.35)

We then ask for the linear response coe�cient

X(r, !) =

ˆ
dr0�(r � r0, !)F (r0, !). (8.36)

In path integral formalism the expetation value on the right hand side is expressed as

X(⌧) =
X

↵�

h�̄↵(⌧)X↵���(⌧)iF , (8.37)

where the subscript F indicates that we have to evaluate this expression in the presence of the
force F

�SF =

ˆ �

0

d⌧ F (⌧)�̄↵(⌧)X↵���(⌧). (8.38)

To generate the expectation value (8.37) we can add another ficticious force F 0 to the action

�SF 0 =

ˆ �

0

d⌧ F 0(⌧)�̄↵(⌧)X 0
↵���(⌧). (8.39)

With this addition, one can write

X(⌧) = � �

�F 0(⌧)

��
F 0

=0

log(Z[F, F 0]). (8.40)

For the sake of linear response, we imagine F to be small. Therefore, we can apply a Taylor
expansion

X(⌧) =

ˆ
d⌧ 0


�2

�F 0(⌧)�F (⌧ 0)

����
F=F 0

=0

log(Z[F, F 0])
�

F (⌧ 0) (8.41)

With this expression we can immediately indentify the linear response coe�ecient. If we assume
at X(⌧) = 0 in the absence of the for

�(⌧, ⌧ 0) = � 1

Z

�2

�F 0(⌧)�F (⌧ 0)

����
F=F 0

=0

Z[F, F 0]. (8.42)
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Electromagnetic response

We consider a system subject to an electromagnetic field Aµ = (i',A). The system might react
via a redistribution of charge ⇢ or via an onset of a current j. We write jµ = (i⇢, j) and look for

jµ(x) =

ˆ
t0<t

dx0Kµ⌫(x � x0)A⌫(x0), (8.43)

where x describes the four-coordinate (it,x). We remember that we coupled the Aµ-field as
jµAµ to the Hamiltonian. Therefore,

jµ =
�S

�Aµ
) F = F 0 = Aµ. (8.44)

With this we find

Kµ⌫(x � x0) = � 1

Z

�2

�Aµ(x)�A⌫(x0)
Z[Aµ]. (8.45)

E↵ective theories

If we have a system of charged particles, H(c†, c), and we are intersted in its electro-magnetic
response, all we need to know is Kµ⌫ . In a path integral language, we say we integrate out the
fermions to obtain an e↵ective action in terms of th Aµ-field alone. The peculiar structure of
Kµ⌫ will fully describe our system in terms of its electro-mangetic system

Se↵ [Aµ] =

ˆ �

0

d⌧

ˆ
dxdx0 Aµ(x)Kµ⌫(x � x0)A⌫(x0). (8.46)

8.2 Composite fermions

8.2.1 From a wave functions to a field theory

In the last chapter we got to know the Laughlin wave function for filling fractions ⌫ = 1

2p+1

with
p 2 N

 ({zi}) =
Y

i<j

(zi � zj)
1
⌫ e�

1
4

P
i

|z
i

|2 . (8.47)

These wave functions are manifestly in the lowest Landau level and in addition to the (zi � zj)1

term needed for the Pauli principle three are two (for ⌫ = 1/3) more zeros attached to the
conincidence of two particles. This observation is identical to attaching 1/⌫ � 1 fluxes of 2⇡ to
each particle1

In the last chapter, we only considered the Laughlin wave function and analyzed its properties.
Here, we follow a more ambitious goal. Building on the insight gain throught the Laughlin
wave function, we want to construct an e↵ective theory for the fractional quantum Hall e↵ect
including the Hamiltonian! However, we want to assume that the important players are not
electrons, but the “bound states of electrons with statistical fluxes” that were at the heart of
the Laughlin wave function. In other words, we want to go from an electron wave function
(theory), to one of composite fermions by

 ({xi}) 7!  ({xi})e2is
P

i<j

arg(x

i

�x

j

) with s 2 Z. (8.49)

1Up to the fact that a pure flux attachement would require a factor

e

�2i
P

i<j arg(zi�zj) =
Y

i<j

(z
i

� z

j

)2

|z
i

� z

j

|2 . (8.48)

The absence of the factor 1/|z
i

� z

j

|2 in the Laughlin wave function can be seen as the e↵ect of the projection to
the lowest Landau level.
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This amounts to attaching 2s phase vortices to each electron2

Our task is now to find a many-body theory formulated in terms of this new degrees of freedom.
In a second quantized version, Eq (8.49) looks like

c†(x) 7! c†(x) exp


�2is

ˆ
dx0 arg(x � x0)⇢(x0)

�
. (8.50)

Substituted into the Hamiltonian this leads to

H 7!
ˆ

dx c†(x)


1

2m

⇣
�@

x

+ Â(x)
⌘
2

+ V (x)

�
c(x) + Hint[⇢], (8.51)

where

Â(x) = Aext(x) + â(x) with â(x) = �2s

ˆ
dx0 (x

1

� x0
1

)x̂
1

+ (x
2

� x0
2

)x̂
2

|x � x0|2 ⇢(x0). (8.52)

This is very annoying! The kinetic energy operator became highly non-local and depends on six!
operators. Let us fix this. We can relocate the condition (8.52) to another place in the action.
Two observations are needed for this:

(i) Eq. (8.52) us only giving rise to the transversal part of A: â = â? as
P

i @iâi = 0.

(ii) b = ✏ij@ia?,j fulfills b = �4⇡s⇢(x).

Using these two observations we can write

Z =

ˆ
D[ ̄ ]D[a?]D[�]eiSCF[

¯ , ,a?,�]+i⇥
2
S0
CS[a?,�], (8.53)

where ⇥ = 1/2⇡s. Furthermore,

SCF[ ̄, , a?,�] =

ˆ
dx

ˆ
dt  ̄


i@t + µ � �+

1

2m

⇣
�i@

x

+ Â
⌘
2

� V

�
 + Sint[ ̄, ]. (8.54)

S0
CS[a?,�] = �

ˆ
dx

ˆ
dt� ✏ij@ia?,j| {z }

b

. (8.55)

Â is still given by Aext + â, but the constraint (8.52) is replaced by teh functional �-fucntionˆ
D[�]ei

´
dx
´
dt�( b

4⇡s

+⇢). (8.56)

With this we are almost done. We see that a? = (�,a?) enters Z like a gauge field. However,
S0

CS is not gauge invariant. Hence, we propose to use

SCS[a] = �
ˆ

dxµ✏µ⌫�a
µ@⌫a

�. (8.57)

with xµ = (x0, x1, x2); @µ = (�@
0

, @
1

, @
2

) wich is gauge invariant. The old S0
CS is nothing but

SCS evaluated in the Coulomb gauge @µaµ = 0. Therefore, our full e↵ective theory is now given
by

Z =

ˆ
D[ ̄ ]D[a] exp

⇢
iSCF[ ̄, , a] + i

⇥

4
SCS[a]

�
, (8.58)

with

SCF[ ̄, , a] =

ˆ
dx

ˆ
dt  ̄


i@t + µ � �+

1

2m
(�i@

x

+ Aext � a)2 � V

�
 + Sint[ ̄, ]. (8.59)

2Cartoon due Kwon Park.
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8.2.2 Analyzing the composite fermion Chern-Simons theory

Before we emabark on the analysis of the above e↵ective theory, let us make a hand-waving
mean-field analysis. We see that for s = 1, each electron binds two flux quanta. If we assume
the density to be homogeneous (recall the plasma analogy for the Laughlin wave function), and
if we neglect fluctutations, then the electrons see on average a flux corresponding to Aext � hai.
In other words, the composite fermions see a smaller B-field! Several scenarios are possbile

(i) Aext = hai ) no magnetic field. This happens at ⌫ = 1/2. The fact that the the composite
fermion prediction at ⌫ = 1/2 looks like a Fermi liquid is one of the great successes of the
composite fermion construction [1].

(ii) Maybe, for some filling fraction ⌫, the e↵ective B-field corrsponding to Aext � hai leads to
an e↵ective new filling fraction ⌫⇤ 2 Z, i.e., the fractional quantum Hall e↵ect for electrons
would be mapped to an integer quantum Hall e↵ect for composite fermions.

We are now trying to analyze the composite-fermion Chern-Simons (CF-CS) theory in mean-
field. The only term which gives a real headache is the interaction term Sint[ ̄, ]. We re-write
it using a Hubbard-Stratnovich transformation

eiSint =

ˆ
D[�] exp

⇢
i

2

ˆ
dx3dx03 �(x)[V �1](x, x0)�(x

0

� x0
0

)�(x0) + i

ˆ
dx3(⇢(x) � ⇢

0

)�(x)

�
.

(8.60)
For the interpretation of the �-field it helps to note that when completing the square, it appears
as next to  ̄ , hence it describes a (rescaled) density field.3 Now  and  ̄ (and ⇢ =  ̄ ) only
appear quadratically (linearly) in the action and we can integrate out  ̄, . With this we obtain
an e↵ective theory

Se↵ [�, a] = �i tr log


i@

0

+ µ � a
0

� � +
1

2m
(�ir + A)2

�

| {z }
S
 

[a,A]

(8.61)

� ⇢
0

ˆ
dx3 �(x) +

1

2

ˆ
dx3dx03 �(x)[V �1](x, x0)�(x

0

� x0
0

)�(x0) (8.62)

+
⇥

4
SCS[a], (8.63)

where A = Aext + a. The first line arises from integrating out the fermions  . On this e↵ective
theory we want to apply a mean-field, or saddle-point, approximation. As there are no  -
fields present anymore, it can be di�cult to interpret the di↵erent terms in the theory. To
provide remedy to this problem, we note that the local density of fermions is given by taking
the derivative of the original fermionic action with respect to a

0

(x). This property obviously
survives the elimination of the  field. Therefore, we can get an “e↵ective” expression for the
density by

�S 
�a

0

= ⇢[a,�]. (8.64)

Therefore,

⇢[a,�] =


i@

0

+ µ � a
0

� � +
1

2m
(�ir + A)2

��1

(x, x). (8.65)

Next, let us write down the saddle-point (Euler-Lagrange) equations. We start with

�Se↵

�ao

����
�̄,ā

= 0 : ⇢[ā, �̄] =
1

4⇡s
b̄. (8.66)

3We also say that we decouple the action in the density-density channel.
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This is nothing but the expected relation between the b̄ field and the density.4

Next, we also need to minimize the action with respect to the field �

�Se↵

��

��
�̄,ā

= 0 ) ⇢(x) � ⇢
0

= �
ˆ

dx03[V �1](x, x0)�(x0)�(x
0

� x0
0

), (8.67)

or

�(x) = �
ˆ

dx03V (x � x0)[⇢(x0) � ⇢
0

]
��
x0
0=x0

. (8.68)

Here we recognize that deviations of ⇢(x) from its mean value give rise to an “interaction
potential” �(x). We can solve the mean-field equations by

⇢[ā, 0] = ⇢
0

(8.69)

�̄ = ā = 0 (8.70)

b̄ = 4⇡s⇢
0

) a = 2s⌫Aext. (8.71)

When can we expect this mean-field calculation to be reliable? Certainly, if the resulting ground-
state is gapped, we can hope that fluctuations around the mean-field solutions will not do too
much harm. One way to ensure a gapped mean-field solution is by asking for the e↵ective
A � Aext � a to give rise to a filled e↵ective Landau level. Therefore we ask

⌫e↵ = p or �e↵ =
2⇡N

p
with �e↵ = (Bext � b̄)L2. (8.72)

Inserting b = 4⇡sN/L2 we immediately obtain

⌫ =
2⇡N

BextL2

=
2⇡N

2⇡N
p + 4⇡sN

) ⌫ =
p

1 + 2sp
. (8.73)

We can summarize the mean-field discussion with the following list and Fig. 8.1

(i) We can explain many fractions which are symmetrically distributed around 1/2s by an
integer quantum Hall e↵ect for composite fermions. Note, however, that the gap is entirely
due to interactions!

(ii) For ⌫ = p/2s, CF-CS predicts a Fermi-liquid theory in Be↵ = 0

(a) This seems to describe ⌫ = 1/2 well [1].

(b) For 3/2 = 1/2+1 and 5/2 = 1/2+2 one could have expected the same Fermi-liquid as
they are nothing but the 1/2 plateaus in higher (real) Landau levels. This is however
not the case. One can imagine that in these cases, residual interactions beyond the
mean-field descriptions lead to an instability of the Fermi surface.

8.2.3 Fluctuations around the mean-field solution

We want to take a step beyond the mean-field considerations. For this, let us expand S[a, A] to
second order in a.5

We could take the CF-CS action and expand to leading order around ā. However, we can do a
much simpler thing. Let us just say that

S(2)[a, A] =
1

2

ˆ
dx3dx03 (A + a)µ(x)Kµ⌫(x � x0)(A + a)⌫(x0) +

⇥

4
SCS[a]. (8.74)

Without actually calculating Kµ⌫ , we try to constrain it from general considerations

4Check that the minimization of the action with respect to a1 and a2 only provides the continuity equation of
the density and does not give any further constraints in the mean-field value of a.

5Why not in �?
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• Kµ⌫ has to be gauge invariant.

• Kµ⌫(q) can be expanded in q.

• Via the Kubo formula (8.46), we know that Kµ⌫ encodes the electromagnetic response.

We know that �
11

= 0 due to the gap for composite fermions. The transverse response, �
12

,
however, can be non-zero. Recall, that

�
12

= �i lim
q!0

1

!
K

12

(!,q). (8.75)

From this we conclude that we have

Kµ⌫ = �i�
(0)

12

✏µ�⌫q�. (8.76)

Here �
(0)

12

denotes the composite fermion mean-field value for the transverse response. Inserted
into the expression for S(2)[a, A] we find

S(2)[a, A] =
�
(0)

12

2
SCS[a + A] +

⇥

4
SCS[a]. (8.77)

This e↵ective action is clearly (i) gauge invariant, (ii) the lowest order expansion in q, and (iii)
provides Kµ⌫ that reproduces the electromagnetic of the e↵ective theory. Actually, we would
expect that

�2Z

�Aµ�A⌫
(8.78)

provides us with the desired response function. However, this is only true after we integrated out
the fluctuations in a! What we need in the following is the formula valid for quadratic actions
(Show!) ˆ

D[a] ec1S[a+b]+c2S[b] = e
1

1
c1

+ 1
c2

S[b]

. (8.79)

Using this formula we obtain after integrating over the field a

Se↵ [A] =
1

1

�0
12

+ 2

⇥

SCS[A]. (8.80)

And hence,

�
12

=
e2

h

p

1 + 2sp
s, p 2 Z. (8.81)
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