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INTRODUCTION

In this review we shall consider certain fundamental probability methods which are finding applications increasingly in a wide variety of problems and in fields as different as colloid chemistry and stellar dynamics. However, a common characteristic of all these problems is that interest is focused on a property which is the result of superposition of a large number of variables, the values which these variables take being governed by certain probability laws. We may cite as illustrations two examples:

(i) The first example is provided by the problem of random flights. In this problem, a particle undergoes a sequence of displacements $r_1, r_2, \ldots, r_n, \ldots$, the magnitude and direction of each displacement being independent of all the preceding ones. But the probability that the displacement $r_i$ lies between $r_i$ and $r_i + dr_i$ is governed by a distribution function $\tau_i(r_i)$ assigned a priori. We ask: What is the probability $W(R)dR$ that after $N$ displacements the coordinates of the particle lie in the interval $R(= [x, y, z])$ and $R + dR$. It is seen that in this problem the position $R$ of the particle is the resultant of $N$ vectors, $r_i$, $(i=1, \ldots, N)$ the position and direction of each vector being governed by the probability distributions $\tau_i(r_i)$. As we shall see the solution to this problem provides us with one of the principal weapons of the theory.\(^1\)

(ii) We shall take our second illustration from stellar dynamics. The gravitational force acting on a star (per unit mass) is given by

$$F = 4\pi G M_i \rho / |r_i|^3$$  \hspace{1cm} (1)

where $M_i$ denotes the mass of a typical “field” star and $r_i$ its position vector relative to the star under consideration and $G$ the constant of gravitation. Further in Eq. (1) the summation is extended over all the neighboring stars. We now suppose that the distribution of stars in the neighborhood of a given one is subject to fluctuations and that stars of different masses occur in the stellar system according to some well defined empirically established law. However, the fluctuations in density are assumed to be subject to the restriction of a constant average density of $n$ stars per unit volume. We ask: What is the probability that $F$ lies between $F$ and $F + dF$? Again, the force acting on a star is the resultant of the forces due to all the neighboring stars while the spatial distribution of these stars and their masses are subject to well-defined laws of fluctuations.

From the foregoing two examples it is clear that one of the principal problems under the circumstances envisaged is the specification of the distribution function $W(\Phi)$ of a quantity $\Phi$ (in general a vector in hyper-space) which is the resultant of a large number of other quantities having assigned distributions over a range of values. A second fundamental problem in the theories we shall consider concerns questions relating to probability after-effects\(^2\)—a notion first introduced by Smoluchowski. We may broadly describe the nature of these questions in the following terms: A certain quantity $\Phi$ is characterized by a stationary distribution $W(\Phi)$. We first make an observation of $\Phi$ at a certain instant of time $t = 0$ (say) and again repeat our

---

\(^1\) For historical remarks on this problem of random flights see the Bibliographical Notes at the end of the article.

\(^2\) This is the translation of the German word “Wahrscheinlichkeitsnachwirkung” coined by M. von Smoluchowski.
observation at a later time $t$. We ask: What can we say about the possible values of $\Phi$ which we may expect to observe at time $t$ when we already know that $\Phi$ had a particular value at $t=0$? It is clear that if the second observation were made after a sufficiently long interval of time, we should not, in general, expect any correlation with the fact that $\Phi$ had a particular value at a very much earlier epoch. On the other hand as $t\rightarrow 0$ the values which we would expect to observe on the second occasion will be strongly dependent on what we observed on the earlier occasion.

An example considered by Smoluchowski in colloid statistics illustrates the nature of the problem presented in theories of probability after-effects: Suppose we observe by means of an ultramicroscope a small well-defined element of volume of a colloidal solution and count the number of particles in the element at definite intervals of time $\tau$, $2\tau$, $3\tau$, etc., and record them consecutively. We shall further suppose that the interval $\tau$ between successive observations is not large. Then the number which is observed on any particular occasion will be correlated in a definite manner with what was observed on the immediately preceding occasion. This correlation will depend on a variety of physical factors including the viscosity of the medium; thus it is clear from general considerations that the more viscous the surrounding medium the greater will be the correlation in the numbers counted on successive occasions. We shall discuss this problem following Smoluchowski in some detail in Chapter III but pass on now to the consideration of another example typical of this theory.

We have already indicated that a fundamental problem in stellar dynamics is the specification of the distribution function $W(F)$ governing the probability of occurrence of a force $F$ per unit mass acting on a star. Suppose that $F$ has a definite value at a given instant of time. We can ask: How long a time should elapse on the average before the force acting on the star can be expected to have no appreciable correlation with the fact of its having had a particular value at the earlier epoch? In other words, what is the mean life of the state of fluctuation characterized by $F$? In a general way it is clear that this mean life will depend on the state of stellar motions in the neighborhood of the star under consideration in contrast to the probability distribution $W(F)$ which depends only on the average number of stars per unit volume. The two examples we have cited are typical of the problems which are properly in the province of the theory dealing with probability after-effects.

A physical problem, the complete elucidation of which requires both the types of theories outlined in the preceding paragraphs, is provided by Brownian motion. We shall accordingly consider certain phases of this theory also.

CHAPTER I

THE PROBLEM OF RANDOM FLIGHTS

The problem of random flights which in its most general form we have already formulated in the introduction provides an illustrative example in reference to which we may develop several of the principal methods of the theories we wish to describe. Accordingly, in this chapter, in addition to providing the general solution of the problem, we shall also discuss it from several different points of view.

1. The Simplest One-Dimensional Problem: The Problem of Random Walk

The principal features of the solution of the problem of random flights in its most general form are disclosed and more clearly understood by considering first the following simplest version of the problem in one dimension:

A particle suffers displacements along a straight line in the form of a series of steps of equal length, each step being taken, either in the forward, or in backward direction with equal probability $\frac{1}{2}$. After taking $N$ such steps the particle could be at any of the points

$$-N, -N+1, \cdots, -1, 0, +1, \cdots, N-1 \text{ and } N.$$

We ask: What is the probability $W(m, N)$ that the particle arrives at the point $m$ after suffering $N$ displacements?

We first remark that in accordance with the conditions of the problem each individual step is equally likely to be taken either in the back-

---

3 These can be regarded as the coordinates along a straight line if the unit of length be chosen to be equal to the length of a single step.
ward or in the forward direction quite independently of the direction of all the preceding ones. Hence, all possible sequences of steps each taken in a definite direction have the same probability. In other words, the probability of any given sequence of \( N \) steps is \( (\frac{1}{2})^N \). The required probability \( W(m, N) \) is therefore \( (\frac{1}{2})^N \) times the number of distinct sequences of steps which will lead to the point \( m \) after \( N \) steps. But in order to arrive at \( m \) among the \( N \) steps, some \( (N+m)/2 \) steps should have been taken in the positive direction and the remaining \( (N-m)/2 \) steps in the negative direction. (Notice that \( m \) can be even or odd only according as \( N \) is even or odd.) The number of such distinct sequences is clearly

\[
N!\left[\frac{1}{2}(N+m)\right]!\left[\frac{1}{2}(N-m)\right]!.
\]

Hence

\[
W(m, N) = \frac{N!}{\left[\frac{1}{2}(N+m)\right]!\left[\frac{1}{2}(N-m)\right]!} \left(\frac{1}{2}\right)^N.
\]  \( \text{(3)} \)

In terms of the binomial coefficients \( C_n^r \)'s we can rewrite Eq. (3) in the form

\[
W(m, N) = C_{(N+m)/2}^{\frac{1}{2}N} \left(\frac{1}{2}\right)^N,
\]  \( \text{(4)} \)

in other words we have a Bernoullian distribution. Accordingly, the expectation and the mean square deviation of \( (N+m)/2 \) are (see Appendix I)

\[
\left\{ \begin{array}{ll}
\langle N+m \rangle_m = \frac{1}{2}N, \\
\langle \left[\frac{1}{2}(N+m) - \frac{1}{2}N\right]^2 \rangle_m = \frac{1}{4}N.
\end{array} \right.
\]  \( \text{(5)} \)

Hence

\[
\langle m \rangle_m = 0; \quad \langle m^2 \rangle_m = N.
\]  \( \text{(6)} \)

The root mean square displacement is therefore \( \sqrt{N} \).

We return to formula (3): The case of greatest interest arises when \( N \) is large and \( m \ll N \). We can then simplify our formula for \( W(m, N) \) by using Stirling's formula

\[
\log n! = \left(n + \frac{1}{2}\right) \log n - n + \frac{1}{2} \log 2\pi + O(n^{-1})(n \to \infty).
\]  \( \text{(7)} \)

Accordingly when \( N \to \infty \) and \( m \ll N \) we have

\[
\log W(m, N) \approx (N + \frac{1}{2}) \log N
\]

\[
-\frac{1}{2}(N+m+1) \log \left[ \frac{N}{2} \left(1 + \frac{m}{N}\right) \right]
\]

\[
-\frac{1}{2}(N-m+1) \log \left[ \frac{N}{2} \left(1 - \frac{m}{N}\right) \right]
\]

\[
-\frac{1}{2} \log 2\pi - N \log 2.
\]  \( \text{(8)} \)

But since \( m \ll N \) we can use the series expansion

\[
\log \left(1 \pm \frac{m}{N}\right) = \pm \frac{m}{N} - \frac{m^2}{2N^2} + O(m^3/N^3).
\]  \( \text{(9)} \)

Equation (8) now becomes

\[
\log W(m, N) \approx (N + \frac{1}{2}) \log N - \frac{1}{2} \log 2\pi - N \log 2
\]

\[
-\frac{1}{2}(N+m+1) \left(\log N - \log 2 + \frac{m}{N} - \frac{m^2}{2N^2}\right)
\]

\[
-\frac{1}{2}(N-m+1) \left(\log N - \log 2 - \frac{m}{N} - \frac{m^2}{2N^2}\right).
\]  \( \text{(10)} \)

Simplifying the right-hand side of this equation we obtain

\[
\log W(m, N) \approx -\frac{1}{2} \log N + \log 2
\]

\[
-\frac{1}{2} \log 2\pi - m^2/2N.
\]  \( \text{(11)} \)

In other words, for large \( N \) we have the asymptotic formula

\[
W(m, N) = (2/\pi N)^{1/4} \exp \left(-m^2/2N\right).
\]  \( \text{(12)} \)

A numerical comparison of the two formulae (3) and (12) is made in Table I for \( N = 10 \). We see that even for \( N = 10 \) the asymptotic formula gives sufficient accuracy.

Now, when \( N \) is large it is convenient to introduce instead of \( m \) the net displacement \( x \) from the starting point as the variable:

\[
x = ml
\]  \( \text{(13)} \)

where \( l \) is the length of a step. Further, if we consider intervals \( \Delta x \) along the straight line which are large compared with the length of a

<table>
<thead>
<tr>
<th>( m )</th>
<th>( W(m, N) ) from (3)</th>
<th>( W(m, N) ) from (12)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.24609</td>
<td>0.252</td>
</tr>
<tr>
<td>2</td>
<td>0.20508</td>
<td>0.207</td>
</tr>
<tr>
<td>4</td>
<td>0.11715</td>
<td>0.113</td>
</tr>
<tr>
<td>6</td>
<td>0.04374</td>
<td>0.042</td>
</tr>
<tr>
<td>8</td>
<td>0.00977</td>
<td>0.010</td>
</tr>
<tr>
<td>10</td>
<td>0.00098</td>
<td>0.002</td>
</tr>
</tbody>
</table>
step we can ask the probability \( W(x)\Delta x \) that the particle is likely to be in the interval \( x, x + \Delta x \) after \( N \) displacements. We clearly have

\[
W(x, N)\Delta x = W(m, N)(\Delta x/2l),
\]

since \( m \) can take only even or odd values depending on whether \( N \) is even or odd. Combining Eqs. (12), (13), and (14) we obtain

\[
W(x, N) = \frac{1}{(2\pi NP)^{\frac{1}{2}}} \exp\left(-\frac{x^2}{2NP}\right).
\]

Suppose now that the particle suffers \( n \) displacements per unit time. Then the probability \( W(x, t)\Delta x \) that the particle will find itself between \( x \) and \( x + \Delta x \) after a time \( t \) is given by

\[
W(x, t)\Delta x = \frac{1}{(2\pi Dt)^{\frac{1}{2}}} \exp\left(-\frac{x^2}{4Dt}\right)\Delta x,
\]

where we have written

\[
D = \frac{1}{2} nP.
\]

We shall see in §4 that the solution to the general problem of random flights has precisely this form.

2. Random Walk with Reflecting and Absorbing Barriers

In this section we shall continue the discussion of the problem of random walk in one dimension but with certain restrictions on the motion of the particle introduced by the presence of reflecting or absorbing walls. We shall first consider the influence of a reflecting barrier.

(a) A Reflecting Barrier at \( m = m_1 \)

Without loss of generality we can suppose that \( m_1 > 0 \). Then, the interposition of the reflecting barrier at \( m_1 \) has simply the effect that whenever the particle arrives at \( m_1 \) it has a probability unity of retracing its step to \( m_1 - 1 \) when it takes the next step. We now ask the probability \( W(m, N; m_1) \) that the particle will arrive at \( m (\leq m_1) \) after \( N \) steps.

For the discussion of this problem it is convenient to trace the course of the particle in an \((m, N)\)-plane as in Fig. 1. In this diagram, the displacement of a particle by a step means that the representative point moves upward by one unit while at the same time it suffers a lateral displacement also by one unit either in the positive or in the negative direction.

In the absence of a reflecting wall at \( m = m_1 \), the probability that the particle arrives at \( m \) after \( N \) steps is of course given by Eq. (3). But the presence of the reflecting wall requires \( W(m, N) \) according to (3) to be modified to take account of the fact that a path reaching \( m \) after \( n \) reflections must be counted \( 2^n \) times since at each reflection it has a probability unity of retracing its step. It is now seen that we can take account of the relevant factors by adding to \( W(m, N) \) the probability \( W(2m_1 - m, N) \) of arriving at the "image" point \((2m_1 - m)\) after \( N \) steps (also in the absence of the reflecting wall), i.e.,

\[
W(m, N; m_1) = W(m, N) + W(2m_1 - m, N).
\]
trajectory like $OABCD$ which leads to $m$ after two reflections. A trajectory like this should be counted four times. But there are two trajectories ($OAB'CD$ and $OABCD'$) leading to the image point and a third ($OAB'CD$) which we should exclude on account of the barrier. These three additional trajectories together with $OABCD$ give exactly four trajectories leading either to $m$ or its image $2m_1-m$ in the absence of the reflecting barrier. In this manner the arguments can be extended to prove the general validity of (18).

If we pass to the limit of large $N$ Eq. (18) becomes [cf. Eq. (12)]

$$W(m, N; m_1) = \left(\frac{2}{\pi N}\right)^{1/2}\left[\exp\left(-m^2/2N\right) + \exp\left[-(2m_1-m)^2/2N\right]\right].$$  

(19)

Again, if as in §1 we use the net displacement $x = ml$ as the variable and consider the probability $W(x, t; x_1)\Delta x$ that the particle is between $x$ and $x+\Delta x$, $(\Delta x \gg l)$ after a time $t$ (during which time it has taken $nl$ steps) in the presence of a reflecting barrier at $x_1 = ml$, we have

$$W(x, t; x_1) = \frac{1}{2(\pi ml)^{1/2}}\left[\exp\left(-x^2/4Dt\right) + \exp\left[-(2x_1-x)^2/4Dt\right]\right].$$  

(20)

We may note here for future reference that according to Eq. (20)

$$\left(\frac{\partial W}{\partial x}\right)_{x=x_1} = 0.$$  

(21)

(b) Absorbing Wall at $m=m_1$

We shall now consider the case when there is a perfectly absorbing barrier at $m=m_1$. The interposition of the perfect absorber at $m_1$ means that whenever the particle arrives at $m_1$ it at once becomes incapable of suffering further displacements. There are two questions which we should like to answer under these circumstances. The first is the analog of the problems we have considered so far, namely the probability that the particle arrives at $m_1$ after taking $N$ steps. The second question which is characteristic of the present problem concerns the average rate at which the particle will deposit itself on the absorbing screen.

Considering first the probability $W(m, N; m_1)$, it is clear that in counting the number of distinct sequences of steps which lead to $m$ we should be careful to exclude all sequences which include even a single arrival to $m_1$. In other words, if we first count all possible sequences which lead to $m$ in the absence of the absorbing screen we should then exclude a certain number of "forbidden" sequences. It is evident, on the other hand, that every such forbidden sequence uniquely defines another sequence leading to the image $(2m_1-m)$ of $m$ on the line $m=m_1$ in the $(m, N)$-plane (see Fig. 1) and conversely. For, by reflecting about the line $m=m_1$ the part of a forbidden trajectory above its last point of contact with the line $m=m_1$ before arriving at $m$ we are led to a trajectory leading to the image point, and conversely for every trajectory leading to $2m_1-m$ we necessarily obtain by reflection a forbidden trajectory leading to $m$ (since any trajectory leading to $2m_1-m$ must necessarily cross the line $m=m_1$). Hence,

$$W(m, N; m_1) = W(m, N) - W(2m_1-m, N).$$  

(22)

For large $N$ we have

$$W(m, N; m_1) = \frac{2}{\pi N^{1/2}}\left[\exp\left(-m^2/2N\right) - \exp\left[-(2m_1-m)^2/2N\right]\right].$$  

(23)

Similarly, analogous to Eq. (21) we now have

$$W(x, t; x_1) = \frac{1}{2(\pi ml)^{1/2}}\left[\exp\left(-x^2/4Dt\right) - \exp\left[-(2x_1-x)^2/4Dt\right]\right].$$  

(24)

We may further note that according to this equation

$$W(x_1, t; x_1) = 0.$$  

(25)

Turning next to our second question concerning the probable rate at which the particle deposits itself on the absorbing screen, we may first formulate the problem more specifically. What we wish to know is simply the probability $a(m_1, N)$ that after taking $N$ steps the particle will arrive at $m_1$ without ever having touched or crossed the line $m=m_1$ at any earlier step.

First of all it is clear that $N$ should have to be even or odd depending on whether $m_1$ is even

---

4 This problem has important applications to other physical problems.
or odd. We shall suppose that this is the case. Suppose now that there is no absorbing screen. Then the arrival of the particle at \( m_1 \) after \( N \) steps implies that its position after \( (N-1) \) steps must have been either \( (m_1-1) \) or \( (m_1+1) \). (See Fig. 2.) But every trajectory which arrives at \( (m_1, N) \) from \( (m_1+1, N-1) \) is a forbidden one in the presence of the absorbing screen since such a trajectory must necessarily have crossed the line \( m=m_1 \). It does not however follow that all trajectories arriving at \( (m_1, N) \) from \( (m_1-1, N-1) \) are permitted ones: For, a certain number of these trajectories will have touched or crossed the line \( m=m_1 \) earlier than its last step. The number of such trajectories arriving at \( (m_1-1, N-1) \) but having an earlier contact with, or a crossing of, the line \( m=m_1 \) is equal to those arriving at \( (m_1+1, N-1) \). The argument is simply that by reflection about the line \( m=m_1 \) we can uniquely derive from a trajectory leading to \( (m_1+1, N-1) \) another leading to \( (m_1-1, N-1) \) which has a forbidden character, and conversely. Thus, the number of permitted ways of arriving at \( m_1 \) for the first time after \( N \) steps is equal to all the possible ways of arriving at \( m_1 \) after \( N \) steps in the absence of the absorbing wall minus twice the number of ways of arriving at \( (m_1+1, N-1) \) again in the absence of the absorbing screen: i.e.,

\[
\begin{align*}
N! & \left[ \frac{1}{4} (N-m_1) \right]! \left[ \frac{1}{4} (N+m_1) \right]! \\
& - 2 \frac{N!}{\left[ \frac{1}{2} (N-m_1) \right]! \left[ \frac{1}{2} (N-m_1-2) \right]!} \\
& \left[ \frac{1}{2} (N-m_1) \right]! \left[ \frac{1}{4} (N+m_1) \right]! \left( 1 - \frac{N-m_1}{N} \right), \quad (26)
\end{align*}
\]

The required probability \( a(m_1, N) \) is therefore given by

\[
a(m_1, N) = \frac{m_1}{N} \frac{1}{W(m_1, N)}. \quad (27)
\]

For the limiting case of large \( N \) we have

\[
a(m_1, N) = \frac{m_1}{N} \left( \frac{2}{\pi N} \right)^{1/2} \exp \left( -m_1^2/2N \right). \quad (28)
\]

If we further write

\[
x_1 = m_1 l; \quad N = nt; \quad D = \frac{1}{2} n^2 l^2,
\]

where \( l \) is the length of each step and \( n \) the number of displacements (assumed constant) which the particle suffers in unit time, then

\[
a(x_1, t) = \frac{1}{nt (\pi Dt)^{1/2}} \exp \left( -x_1^2/(4Dt) \right). \quad (30)
\]

Finally, if we ask the probability \( q(x_1, t) \Delta t \) that the particle arrives at \( x_1 \) during \( t \) and \( t+\Delta t \) for the first time, then

\[
q(x_1, t) \Delta t = \frac{1}{t} a(x_1, t) n \Delta t,
\]

since (30) is the number which arrive at \( x_1 \) in the time taken to traverse two steps. Thus,

\[
q(x_1, t) = \frac{1}{t} \frac{1}{2(\pi Dt)^{1/2}} \exp \left( -x_1^2/(4Dt) \right). \quad (32)
\]

We can interpret Eq. (32) as giving the fraction of a large number of particles initially at \( x=0 \) and which are deposited on the absorbing screen per unit time, at time \( t \).

We readily verify that \( q(x_1, t) \) as defined by Eq. (32) satisfies the relation

\[
q(x_1, t) = -D (\partial W/\partial x)_{x=x_1}, \quad (33)
\]

with \( W \) defined as in Eq. (24). This equation has an important physical interpretation to which we shall draw attention in §5.
3. The General Problem of Random Flights: Markoff's Method

In the general problem of random flights, the position \( R \) of the particle after \( N \) displacements is given by

\[
R = \sum_{i=1}^{N} r_i,
\]

where the \( r_i \)s \((i = 1, \cdots, N)\) denote the different displacements. Further, the probability that the \( i \)th displacement lies between \( r_i \) and \( r_i + dr_i \) is given by

\[
t_i(x_i, y_i, z_i) dx_i dy_i dz_i = \tau d r_i \quad (i = 1, \cdots, N).
\]

We require the probability \( W_N(R) dR \) that the position of the particle after \( N \) displacements lies in the interval \( R, R + dR \). In this general form the problem can be solved by using a method originally devised by A. A. Markoff. Now, Markoff's method is of such extreme generality that it actually enables us to solve the first of the two fundamental problems outlined in the introductory section. We shall accordingly describe Markoff's method in a form in which it can readily be applied to other problems besides that of random flights.

Let

\[
\mathbf{\phi}_j = (\phi_j^1, \phi_j^2, \cdots, \phi_j^n) \quad (j = 1, \cdots, N)
\]

be \( N, n \)-dimensional vectors, the components of each of these vectors being functions of \( s \) coordinates:

\[
\phi_j^k = \phi_j^k(q_j^1, \cdots, q_j^n) \quad (k = 1, \cdots, n; j = 1, \cdots, N).
\]

The probability that the \( q_j \)s occur in the range

\[
q_j^1, q_j^1 + dq_j^1; q_j^2, q_j^2 + dq_j^2; \cdots; q_j^n, q_j^n + dq_j^n, \quad (j = 1, \cdots, N)
\]

is given by

\[
\tau_j(q_j^1, \cdots, q_j^n) dq_j^1 \cdots dq_j^n = \tau_j(q_j) dq_j.
\]

Further, let

\[
(\Phi^1, \Phi^2, \cdots, \Phi^n) = \Phi = \sum_{j=1}^{N} \mathbf{\phi}_j.
\]

The problem is: What is the probability that

\[
\mathbf{\Phi}_0 - \frac{1}{2} d\mathbf{\Phi}_0 \leq \mathbf{\Phi} \leq \mathbf{\Phi}_0 + \frac{1}{2} d\mathbf{\Phi}_0
\]

where \( \mathbf{\Phi}_0 \) is some preassigned value for \( \mathbf{\Phi} \).

If we denote the required probability by

\[
W_N(\mathbf{\Phi}_0) d\mathbf{\Phi}_0 \cdots d\mathbf{\Phi}_0^n = W(\mathbf{\Phi}_0) d\mathbf{\Phi}_0,
\]

we clearly have

\[
W_N(\mathbf{\Phi}_0) d\mathbf{\Phi}_0 = \int \cdots \int \prod_{i=1}^{N} \{ \tau_j(q_j) dq_j \},
\]

where the integration is effected only over those parts of the \( Ns \)-dimensional configuration space \((q_1, \cdots, q_N)\) in which the inequalities (41) are satisfied.

We shall now introduce a factor \( \Delta(q_1, \cdots, q_N) \) having the following properties:

\[
\Delta(q_1, \cdots, q_N) = 1 \quad \text{whenever} \quad \mathbf{\Phi}_0 - \frac{1}{2} d\mathbf{\Phi}_0 \leq \mathbf{\Phi} \leq \mathbf{\Phi}_0 + \frac{1}{2} d\mathbf{\Phi}_0,
\]

\[
= 0 \quad \text{otherwise}.
\]

Then,

\[
W_N(\mathbf{\Phi}_0) d\mathbf{\Phi}_0 = \int \cdots \int \Delta(q_1, \cdots, q_N) \prod_{j=1}^{N} \{ \tau_j(q_j) dq_j \}
\]
where, in contrast to (43), the integration is now extended over all the accessible regions of the configuration space. The introduction of the factor \( \Delta \) under the integral sign in Eq. (45) in this manner appears at first sight as a very formal device to extend the range of integration over the entire configuration space. But the essence of Markoff’s method is that an explicit expression for this factor can be given.

Consider the integrals

\[
\delta_k = \frac{1}{\pi} \int_{-\pi}^{+\pi} \frac{\sin \alpha_k \rho_k}{\rho_k} \exp (i \rho_k \gamma_k) d\rho_k \quad (k = 1, \cdots, n). \tag{46}
\]

The integral defining \( \delta_k \) is the well-known discontinuous integral of Dirichlet and has the property

\[
\delta_k = \begin{cases} 
 1 & \text{whenever } -\alpha_k < \gamma_k < \alpha_k, \\
 0 & \text{otherwise}.
\end{cases} \tag{47}
\]

Now, let

\[
\alpha_k = \frac{1}{2} d\Phi_k^4; \quad \gamma_k = \sum_{j=1}^{N} \phi_j^k - \Phi_k^4^4 \quad (k = 1, \cdots, n).
\]

According to Eq. (47)

\[
\delta_k = \begin{cases} 
 1 & \text{whenever } \Phi_k^4^4 - \frac{1}{2} d\Phi_k^4 < \sum_{j=1}^{N} \phi_j^k < \Phi_k^4^4 + \frac{1}{2} d\Phi_k^4, \\
 0 & \text{otherwise}.
\end{cases} \tag{49}
\]

Consequently

\[
\Delta = \prod_{i=1}^{n} \delta_k \tag{50}
\]

has the required properties (44).

Substituting for \( \Delta \) from Eqs. (46) and (50) in Eq. (45), we obtain

\[
W_N(\Phi_0)d\Phi_0 = \frac{1}{\pi^n} \int_{\Phi_0} \cdots \int_{\Phi_0} \int_{\Phi_0} \left( \prod_{j=1}^{n} \tau_j(q_j)dq_j \right) \frac{\sin \left( \frac{1}{2} d\Phi_0^4 \rho_k \right)}{\rho_k} \times \exp \left( \frac{\left( \sum_{k=1}^{n} \sum_{j=1}^{N} \phi_j^k \rho_k - \frac{n}{2} \Phi_k^4^4 \rho_k \right)}{i} \right) d\rho_1 \cdots d\rho_n \tag{51}
\]

where we have written

\[
A_N(\Phi_0) = \prod_{j=1}^{n} \int dq_j^1 \cdots dq_j^n \exp (i \phi_j \cdot \Phi_0 \tau_j(q_j^1, \cdots, q_j^n)). \tag{52}
\]

The case of greatest interest is when all the functions \( \tau_j \) (of the respective \( q_j^i \)'s) are identical. Equation (52) then becomes

\[
A_N(\Phi_0) = \left[ \int \exp (i \phi \cdot \tau(q)) dq \right]^N. \tag{53}
\]

According to Eq. (51), \( A_N(\Phi_0) \) is the \( n \)-dimensional Fourier-transform of the probability function \( W(\Phi_0) \). And Markoff’s procedure illustrates a very general principle that it is the Fourier transform of the probability function, rather than the function itself, that has a more direct relation to the physical situations.
For $N \to \infty$, $A_N(\varphi)$ generally tends to the form [see §4 Eq. (91)]

$$\lim_{N \to \infty} A_N(\varphi) = \exp \left[ - C(\varphi) \right]. \quad (54)$$

4. The Solution to the General Problem of Random Flights

We shall now apply Markoff’s method to the problem of random flights. According to Eqs. (34), (51), and (52), the probability $W_N(R)dR$ that the position $R$ of the particle will be found in the interval $(R, R + dR)$ after $N$ displacements is given by

$$W_N(R) = \frac{1}{8\pi^2} \int_{-\infty}^{+\infty} \exp \left( -i\varphi \cdot R \right) A_N(\varphi) d\varphi, \quad (55)$$

where

$$A_N(\varphi) = \prod_{j=1}^{N} \int_{-\infty}^{+\infty} \tau_j(\varphi_j) \exp \left( i\varphi \cdot \tau_j \right) d\tau_j. \quad (56)$$

In Eq. (55), $\tau_j(\varphi_j)$ governs the probability of occurrence of a displacement $\tau_j$ on the $j$th occasion. The explicit form which $W_N(R)$ takes will naturally depend on the assumptions made concerning the $\tau_j(\varphi_j)$'s. We shall now consider several cases of interest.

(a) A Gaussian Distribution of the Displacements $\tau_j$

A case of special interest arises when

$$\tau_j = \frac{1}{(2\pi l_j^2/3)^{1/4}} \exp \left( -3 |\tau_j|^{2}/2l_j^2 \right), \quad (57)$$

where $l_j^2$ denotes the mean square displacement to be expected on the $j$th occasion. While $l_j^2$ may differ from one displacement to another we assume that all the displacements occur in random directions.

For $\tau_j$ of the form (57), our expression for $A_N(\varphi)$ becomes

$$A_N(\varphi) = \prod_{j=1}^{N} \frac{1}{(2\pi l_j^2/3)^{1/4}} \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \exp \left[ i(\rho_1 x_j + \rho_2 y_j + \rho_3 z_j) - 3(x_j^2 + y_j^2 + z_j^2)/2l_j^2 \right] dx_j dy_j dz_j \quad (58)$$

$$= \prod_{j=1}^{N} \exp \left[ - (\rho_1^2 + \rho_2^2 + \rho_3^2) l_j^2 / 6 \right] = \exp \left[ - (|\varphi|^2 \sum_{j=1}^{N} l_j^2) / 6 \right].$$

Let $\langle P \rangle_{\mu}$ stand for

$$\langle P \rangle_{\mu} = \frac{1}{N} \sum_{j=1}^{N} l_j^2. \quad (59)$$

Equation (58) becomes

$$A_N(\varphi) = \exp \left[ - N\langle P \rangle_{\mu} |\varphi|^2 / 6 \right]. \quad (60)$$

Substituting this expression for $A_N(\varphi)$ in Eq. (55), we obtain

$$W_N(R) = \frac{1}{8\pi^2} \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \exp \left[ - i(\rho_1 X + \rho_2 Y + \rho_3 Z) - N\langle P \rangle_{\mu} (\rho_1^2 + \rho_2^2 + \rho_3^2) / 6 \right] d\rho_1 d\rho_2 d\rho_3. \quad (61)$$

The integrations in (61) are readily performed and we find

$$W_N(R) = \frac{1}{(2\pi N\langle P \rangle_{\mu}/3)^{1/4}} \exp \left[ - 3 |R|^2 / 2N\langle P \rangle_{\mu} \right]. \quad (62)$$
This is an exact solution valid for any value of \( N \). That an exact solution can be found for a Gaussian distribution of the different displacements is simply a consequence of the “addition theorem” which these functions satisfy.

\[ \tau_j = \frac{1}{4\pi l_j^3} \delta(\|r_j\|^2 - l_j^2), \quad (j = 1, \ldots, N) \]  

(b) Each Displacement of a Constant Length But in Random Directions

Let the displacement on the \( j \)th occasion be of length \( l_j \) in a random direction. Under these circumstances, we can define the distribution functions \( \tau_j \) by

\[ \tau_j = \frac{1}{4\pi l_j^3} \delta(\|r_j\|^2 - l_j^2), \quad (j = 1, \ldots, N) \]  

where \( \delta \) stands for Dirac’s \( \delta \) function.

Accordingly, our expression for \( A_N(\phi) \) becomes

\[ A_N(\phi) = \prod_{j=1}^{N} \frac{1}{4\pi l_j^3} \int_{-\infty}^{+\infty} \exp \left( i\phi \cdot r_j \right) \delta(r_j^2 - l_j^2) dr_j, \]  

or, using polar coordinates with the \( z \) axis in the direction of \( \phi \)

\[ A_N(\phi) = \prod_{j=1}^{N} \frac{1}{4\pi l_j^3} \int_{0}^{\infty} \int_{0}^{2\pi} \int_{0}^{\pi} \exp \left( i\phi \cdot r_j \cos \theta \right) \delta(r_j^2 - l_j^2) r_j^2 \sin \theta dr_j d\theta d\phi. \]

The integrations over the polar and the azimuthal angles \( \theta \) and \( \omega \) are readily effected:

\[ A_N(\phi) = \prod_{j=1}^{N} \frac{1}{2l_j^3} \int_{0}^{\infty} \exp \left( i\phi \cdot r_j \cos \theta \right) r_j^2 \delta(r_j^2 - l_j^2) \sin \theta dr_j \]

\[ = \prod_{j=1}^{N} \frac{1}{l_j^3} \int_{0}^{\pi} \sin \left( |\phi| r_j \right) r_j^2 \delta(r_j^2 - l_j^2) dr_j \]

\[ = \prod_{j=1}^{N} \frac{\sin \left( |\phi| l_j \right)}{|\phi| l_j}. \]

Thus,

\[ W_N(R) = \frac{1}{8\pi^2} \int_{-\infty}^{+\infty} \exp \left( -i\phi \cdot R \right) \prod_{j=1}^{N} \frac{\sin \left( |\phi| l_j \right)}{|\phi| l_j} d\phi. \]

Again, choosing polar coordinates but with the \( z \) axis pointing this time in the direction of \( R \), we have

\[ W_N(R) = \frac{1}{8\pi^2} \int_{0}^{\infty} \int_{0}^{\pi} \int_{0}^{2\pi} \exp \left( -i\phi \cdot |R| \right) \left( \prod_{j=1}^{N} \frac{\sin \left( |\phi| l_j \right)}{|\phi| l_j} \right) |\phi|^2 d\omega dt d|\phi|. \]

The integrations over \( \omega \) and \( t \) are readily performed and we obtain

\[ W_N(R) = \frac{1}{2\pi^2 \| R \|} \int_{0}^{\infty} \sin \left( |\phi| \| R \| \right) \left( \prod_{j=1}^{N} \frac{\sin \left( |\phi| l_j \right)}{|\phi| l_j} \right) |\phi| d|\phi| \]

which represents the formal solution to the problem. In this form, the solution for the problem of random flights is due to Rayleigh.\(^5\)

\(^5\) Lord Rayleigh, *Collected Papers*, Vol. 6, p. 694. We may, however, draw attention to the fact that our formulation of the general problem of random flights is wider in its scope than Rayleigh’s. Rayleigh’s formulation of the problem corresponds to our special case (63).
The case of greatest interest arises when all the \( l_j \)'s are equal. We shall assume that this is the case in the rest of our discussion:

\[
l_j = l = \text{constant} \quad (j = 1, \cdots, N).
\]

Equation (69) becomes

\[
W_N(R) = \frac{1}{2\pi^2 |R|^2} \int_0^\infty \sin \left( \frac{\theta}{|R|} \right) \left( \frac{\sin \left( \frac{\theta}{l} \right)}{\frac{\theta}{l}} \right)^N |\theta| d|\theta|.
\]

(6) \( N \) finite.—We shall illustrate (following Rayleigh) the method of evaluating the integral on the right-hand side of Eq. (71) for finite values of \( N \) by considering the cases \( N = 3 \) and 4.

When \( N = 3 \), Eq. (71) becomes

\[
W_3(R) = \frac{1}{2\pi^2 |R|^3} \int_0^\infty \sin \left( \frac{\theta}{|R|} \right) \sin^3 \left( \frac{\theta}{|R|} \right) \frac{d|\theta|}{|\theta|^2}.
\]

But

\[
\sin \left( \frac{\theta}{|R|} \right) \sin^3 \left( \frac{\theta}{|R|} \right) = \frac{1}{2} \left[ 3 \cos \left( \frac{2\theta}{|R|} \right) - \cos \left( \frac{4\theta}{|R|} \right) \right] - \frac{1}{8} \left[ 3 \cos \left( \frac{4\theta}{|R|} \right) - \cos \left( \frac{6\theta}{|R|} \right) \right] + \frac{1}{4} \left[ 3 \cos \left( \frac{6\theta}{|R|} \right) - \cos \left( \frac{8\theta}{|R|} \right) \right] + \cos \left( \frac{8\theta}{|R|} \right).
\]

Further

\[
\int_0^\infty \cos \left( \frac{2\theta}{|R|} \right) d|\theta| = \frac{1}{2} \left[ 3 \sin \left( \frac{4\theta}{|R|} \right) - \sin \left( \frac{6\theta}{|R|} \right) \right] = \frac{1}{2} \left( \frac{2\theta}{|R|} - \left| \frac{2\theta}{|R|} \right| \right).
\]

We have a similar formula for the integral involving the other pair of cosines in Eq. (73). Combining these results we obtain

\[
W_3(R) = \frac{1}{32\pi^2 |R|^2} \left\{ 2 \left| R - 3 \right| \left| R - l \right| \left| R - 3l \right|, \right\}
\]

or, more explicitly

\[
W_3(R) = \frac{1}{8\pi^2} \begin{cases} 
(0 < |R| < l), \\
= \frac{1}{16\pi^2 |R|} (3l - |R|) \quad (l < |R| < 3l), \\
= 0 \quad (3l < |R| < \infty). 
\end{cases}
\]

We shall consider next the case \( N = 4 \). According to Eq. (71) we have

\[
W_4(R) = \frac{1}{2\pi^2 |R|^4} \int_0^\infty \frac{d|\theta|}{|\theta|^3} \sin \left( \frac{\theta}{|R|} \right) \sin^4 \left( \frac{\theta}{|R|} \right).
\]

From this equation we derive
\[-\frac{d^2}{d|\mathbf{R}|^2}[\mathbf{R}|W_4(\mathbf{R})] = \frac{1}{2\pi l^4} \int_0^{\infty} \frac{d|\mathbf{q}|}{|\mathbf{q}|} \sin\left(|\mathbf{q}| \cdot |\mathbf{R}|\right) \sin\left(|\mathbf{q}| \cdot l\right) \left(1 \pm 1 - 4\pi^2 4 + 6\right) = \frac{1}{64\pi l^4} (3 \pm 1 \mp 4),\]

(78)

where the two alternatives in the last two steps of Eq. (78) depend, respectively, on the signs of \(|\mathbf{R}| - 4l\) and \(|\mathbf{R}| - 2l\). Thus

\[
64\pi l^4 \frac{d^2}{d|\mathbf{R}|^2}[\mathbf{R}|W_4(\mathbf{R})] = -6 \quad (0 < |\mathbf{R}| < 2l),
\]

\[
= +2 \quad (2l < |\mathbf{R}| < 4l),
\]

\[
= 0 \quad (4l < |\mathbf{R}| < \infty).
\]

(79)

We can integrate the foregoing equation working backwards from large values of \(|\mathbf{R}|\) where all derivatives must vanish. We find

\[
64\pi l^4 \frac{d}{d|\mathbf{R}|}[\mathbf{R}|W_4(\mathbf{R})] = 2(|\mathbf{R}| - 4l) \quad (2l < |\mathbf{R}| < 4l),
\]

\[
= -6 |\mathbf{R}| + 8l \quad (0 < |\mathbf{R}| < 2l),
\]

(80)

where we have used the continuity of the quantity on the left-hand side of this equation at \(|\mathbf{R}| = 2l\). Integrating Eq. (80) once again we similarly obtain

\[
64\pi l^4 |\mathbf{R}|W_4(\mathbf{R}) = |\mathbf{R}|^2 - 8l |\mathbf{R}| + 16l^2
\]

\[
= (4l - |\mathbf{R}|)^2 \quad (2l < |\mathbf{R}| < 4l),
\]

(81)

and

\[
64\pi l^4 |\mathbf{R}|W_4(\mathbf{R}) = -3 |\mathbf{R}|^2 + 8l |\mathbf{R}| \quad (2l > |\mathbf{R}| > 0).
\]

(82)

Thus, finally

\[
W_4(\mathbf{R}) = \frac{1}{64\pi l^4 |\mathbf{R}|} (8l |\mathbf{R}| - 3 |\mathbf{R}|^2) \quad (0 < |\mathbf{R}| < 2l),
\]

\[
= \frac{1}{64\pi l^4 |\mathbf{R}|} (4l - |\mathbf{R}|)^2 \quad (2l < |\mathbf{R}| < 4l),
\]

\[
= 0 \quad (4l < |\mathbf{R}| < \infty).
\]

(83)

In like manner it is possible, in principle, to evaluate the integral for \(W_6(\mathbf{R})\) for any finite value of \(N\). But the calculations become very tedious. We may however note the following solution obtained by Rayleigh for the case \(N=6\).
\[
W_e(R) = \begin{cases}
\frac{1}{2\pi |R|^3} (16|R| - 4l |R|^3 + (5/6) |R|^4) & (0 < R < 2l) \\
\frac{1}{2\pi |R|^3} (-20l^4 + 56|R| - 30l^2 |R|^3 + 6l |R|^5 - (5/12) |R|^4) & (2l < |R| < 4l) \\
\frac{1}{2\pi |R|^3} (108l^6 - 72l^4 |R| + 18l^2 |R|^3 - 2l |R|^5 + (1/12) |R|^4) & (4l < |R| < 6l) \\
0 & (6l < |R| < \infty)
\end{cases}
\]

(ii) \(N \ll 1\).—By far the most interesting case is when \(N\) is very large. Under these circumstances

\[
\lim_{N \to \infty} \left( \frac{\sin \left( \frac{1}{\varrho} D \right)}{|\varrho|} \right)^N = \lim_{N \to \infty} \left( 1 - \frac{\frac{1}{2} |\varrho|^2 + \cdots}{} \right)^N = \exp \left( -N |\varrho|^2 |d| / 6 \right).
\]

Accordingly, from Eq. (69) we conclude that for large values of \(N\)

\[
W(R) = \frac{1}{2\pi^2 |R|^3} \int_0^\infty \exp \left( -N|\varrho|^2 |d|/6 \right) |\varrho| \sin \left( |R| |\varrho| |d| \right) d|\varrho|.
\]

where we have written \(W(R)\) for \(W_N(R)\), \(N \to \infty\). Evaluating the integral on the right-hand side of Eq. (86), we find

\[
W(R) = \frac{1}{(2\pi^2N/3)^1} \exp \left( -3 |R|^3 / 2N^2 \right).
\]

We notice the formal similarity of Eqs. (62) and (87). However, on our present assumptions, Eq. (87) is valid only for large values of \(N\).

(c) \textit{A Spherical Distribution of the Displacements.} \(N \gg 1\)

We shall assume that

\[
\tau_j(r_j) = \tau(|r_j|^2) \quad (j = 1, \ldots, N).
\]

Then

\[
A_N(\varrho) = \left[ \int_{-\infty}^{+\infty} \exp \left( i\varrho \cdot r \right) \tau(r^2) d\tau \right]^N.
\]

By using polar coordinates, the integral inside the square brackets in Eq. (89) becomes

\[
\int_{-\infty}^{+\infty} \exp \left( i|\varrho| \cdot r \right) \tau(r^2) d\tau = \int_0^\infty \int_0^{2\pi} \int_0^1 \exp \left( i|\varrho| |r| r^2 \tau(r^2) \right) d\omega dr d\tau = 4\pi \int_0^\infty \sin \left( |\varrho| r \right) r^2 \tau(r^2) dr.
\]

Hence

\[
\lim_{N \to \infty} A_N(\varrho) = \lim_{N \to \infty} \left[ 4\pi \int_0^\infty \sin \left( |\varrho| r \right) r^2 \tau(r^2) dr \right]^N,
\]

\[
= \lim_{N \to \infty} \left[ 4\pi \int_0^\infty \left( 1 - \frac{1}{2} |\varrho|^2 + \cdots \right) \tau(r^2) dr \right]^N,
\]

\[
= \exp \left( -N |\varrho|^2 (\tau^2_{\infty}/\omega) \right).
\]
where \( \langle r^2 \rangle_{m} \) is the mean square displacement to be expected on any occasion. Substituting the foregoing result in Eq. (55) we obtain

\[
W(R) = \frac{1}{8\pi^4} \int_{-\infty}^{+\infty} \exp \left( -i\mathbf{q} \cdot \mathbf{R} - N |\mathbf{q}|^2 \langle r^2 \rangle_{m} / 6 \right) d\mathbf{q},
\]

(92)

or, [cf. Eq. (62)]

\[
W(R) = \frac{1}{(2\pi N \langle r^2 \rangle_{m})^4} \exp \left( -3 |R|^2 / 2N \langle r^2 \rangle_{m} \right).
\]

(93)

It is seen that Eq. (93) includes the result obtained earlier in Section (b) under case (ii) [Eq. (87)] as a special case.

\( d \) The Solution to the General Problem of Random Flights for \( N \gg 1 \)

We shall now obtain the general expression for \( W_N(R) \) for large values of \( N \) with no special assumptions concerning the distribution of the different displacements except that all the \( \tau_j \)s represent the same function. Accordingly, we have to examine quite generally the behavior for \( N \to \infty \) of \( A_N(\mathbf{q}) \) defined by [cf. Eq. (53)]

\[
A_N(\mathbf{q}) = \left[ \int_{-\infty}^{+\infty} \exp \left( i\mathbf{q} \cdot \mathbf{r} \right) d\mathbf{r} \right]^N.
\]

(94)

Let \( \rho_1, \rho_2, \rho_3 \) denote the components of \( \mathbf{q} \) in some fixed system of coordinates. Then

\[
A_N(\mathbf{q}) = \left[ \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \exp \left[ i(\rho_1 x + \rho_2 y + \rho_3 z) \right] \tau(x, y, z) dx dy dz \right]^N,
\]

\[
= \left[ \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \left\{ 1 + i(\rho_1 x + \rho_2 y + \rho_3 z) - \frac{1}{2} (\rho_1^2 x^2 + \rho_2^2 y^2 + \rho_3^2 z^2 + 2\rho_1 \rho_2 xy + 2\rho_2 \rho_3 yz + \cdots ) \right\} \tau(x, y, z) dx dy dz \right]^N,
\]

\[
= \left[ 1 + i(\rho_1 x + \rho_2 y + \rho_3 z) - \frac{1}{2} (\rho_1^2 x^2 + \rho_2^2 y^2 + \rho_3^2 z^2 + 2\rho_1 \rho_2 xy + 2\rho_2 \rho_3 yz + \cdots ) \right]^N + 2\rho_1 \rho_2 \rho_3 (xy + yz + \cdots ) \right]^N,
\]

(95)

where \( \langle x \rangle, \cdots, \langle x^2 \rangle \) denote the various first and second moments of the function \( \tau(x, y, z) \). Hence for \( N \to \infty \) we have

\[
A_N(\mathbf{q}) = \exp \left[ iN(\rho_1 \langle x \rangle + \rho_2 \langle y \rangle + \rho_3 \langle z \rangle) - \frac{1}{2} NQ(\mathbf{q}) \right]
\]

(96)

where \( Q(\mathbf{q}) \) stands for the homogeneous quadratic form

\[
Q(\mathbf{q}) = (x^2)\rho_1^2 + (y^2)\rho_2^2 + (z^2)\rho_3^2 + 2(xy)\rho_1 \rho_2 + 2(yz)\rho_2 \rho_3 + 2(xz)\rho_3 \rho_1.
\]

(97)

Substituting for \( A_N(\mathbf{q}) \) from Eq. (96) in Eq. (55) we obtain for the probability distribution for large values of \( N \) the expression:

\[
W(R) = \frac{1}{8\pi^4} \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \exp \left[ -\frac{1}{2} NQ(\mathbf{q}) - i\rho_1 (X - \langle X \rangle) + \rho_2 (Y - \langle Y \rangle) + \rho_3 (Z - \langle Z \rangle) \right] d\rho_1 d\rho_2 d\rho_3.
\]

(98)

To evaluate this integral we first rotate our coordinate system to bring the quadratic form \( Q(\mathbf{q}) \) to its diagonal form.

\[
Q(\mathbf{q}) = (\xi^2)\rho_1^2 + (\eta^2)\rho_2^2 + (\xi^2)\rho_3^2.
\]

(99)
In Eq. (99) \( \langle \xi^2 \rangle, \langle \eta^2 \rangle \) and \( \langle \zeta^2 \rangle \) are the eigenvalues of the symmetric matrix formed by the second moments:

\[
\begin{pmatrix}
\langle x^2 \rangle & \langle xy \rangle & \langle xz \rangle \\
\langle yx \rangle & \langle y^2 \rangle & \langle yz \rangle \\
\langle zx \rangle & \langle zy \rangle & \langle z^2 \rangle
\end{pmatrix}
\]

(100)

Further, the three eigenvectors of the matrix (100) form an orthogonal system which we have denoted by \((\xi, \eta, \zeta)\). Let

\[ R = (\Xi, H, Z) \]  

(101)

in this system of coordinates. Equation (98) now reduces to

\[
W(R) = \frac{1}{8\pi^2} \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \exp \left[ - \frac{1}{2} N(\langle \xi^2 \rangle \rho_\xi^2 + \langle \eta^2 \rangle \rho_\eta^2 + \langle \zeta^2 \rangle \rho_\zeta^2) 
- i \rho_\xi (\Xi - N(\xi)) + \rho_\eta (H - N(\eta)) + \rho_\zeta (Z - N(\zeta)) \right] d\rho_\xi d\rho_\eta d\rho_\zeta. 
\]

(102)

The integrations over \( \rho_\xi, \rho_\eta, \) and \( \rho_\zeta \) are now readily performed, and we find

\[
W(R) = \frac{1}{(8\pi^2)^3 (\Xi^2)(\eta^2)(\zeta^2)^\frac{3}{4}} \left[ \frac{(\Xi - N(\xi))^2}{2N(\xi^2)} - \frac{(H - N(\eta))^2}{2N(\eta^2)} - \frac{(Z - N(\zeta))^2}{2N(\zeta^2)} \right]. 
\]

(103)

According to Eq. (103), the probability distribution \( W(R) \) of the position \( R \) of the particle after suffering a large number of displacements (governed by a basic distribution function \( \tau[x, y, z] \)) is an ellipsoidal distribution centered at \( (N(\xi), N(\eta), N(\zeta)) \)—in other words the particle suffers an average systematic net displacement of amount \( (N(\xi), N(\eta), N(\zeta)) \) and superposed on this a general random distribution.

The principal axes of this ellipsoidal distribution are along the principal directions of the moment-ellipsoid defined by (100) and the mean square net displacements about \( (N(\xi), N(\eta), N(\zeta)) \) along the three principal directions are

\[
\langle (\Xi - N(\xi))^2 \rangle_{\xi} = N(\xi^2); \; \langle (H - N(\eta))^2 \rangle_{\eta} = N(\eta^2); \; \langle (Z - N(\zeta))^2 \rangle_{\zeta} = N(\zeta^2). 
\]

(104)

5. The Passage to a Differential Equation: The Reduction of the Problem of Random Flights for Large \( N \) to a Boundary Value Problem

In the preceding sections we have obtained the solution to the problem of random flights under various conditions. Though in each case the problem was first formulated and solved for a finite number of displacements, the greatest interest is attached to the limiting form of the solutions for large values of \( N \). And, for large values of \( N \) the solutions invariably take very simple forms. Thus, according to Eq. (93) a particle starting from the origin and suffering \( n \) displacements per unit time, each displacement \( r \) being governed by a probability distribution \( \tau(|r|^2) \), will find itself in the element of volume defined by \( R \) and \( R + dR \) after a time \( t \) with the probability

\[
W(R)dR = \frac{1}{(2\pi n(|r|^2 / 3)^\frac{3}{4}} \exp \left[ -3|R|^2 / 2n(|r|^2) \right] dR. 
\]

(105)

In the foregoing equation \( (|r|^2)_{\rho} \) denotes the mean square displacement that is to be expected on any given occasion. If we put

\[
D = n(|r|^2) / 6, 
\]

(106)

Eq. (105) takes the form [cf. Eq. (16)]

\[
W(R)dR = \frac{1}{(4\pi D)^\frac{3}{4}} \exp \left[ -|R|^2 / 4D \right] dR. 
\]

(107)
In view of the simplicity of this and the other solutions, the question now arises whether we cannot obtain the asymptotic distributions directly, without passing to the limit of large \( N \), in each case, individually. This problem is of particular importance when restrictions on the motion of the particle in the form of reflecting and absorbing barriers are introduced. Our discussion in \$2\) of the simple problem of random walk in one dimension with such restrictions already indicates how very complicated the method of enumeration must become under even somewhat more general conditions than those contemplated in \$2\). The fact, however, that for the solutions obtained in \$2\), \( W \) vanishes on an absorbing wall [Eq. (25)] while grad \( W \) vanishes on a reflecting wall [Eq. (21)] suggests that the solutions perhaps correspond to solving a partial differential equation with appropriate boundary conditions. We shall now show how this passage to a differential equation and a boundary value problem is to be achieved.

First, we shall introduce a somewhat different language from that we have used so far in discussing the problem of random flights. Up to the present we have spoken of a single particle suffering displacements according to a given probability law, and asking for the probability of finding this particle in some given element of volume at a later time. It is clear that we can instead imagine a very large number of particles starting under the same initial conditions and undergoing the displacements without any mutual interference, and ask the fraction of the original number which will be found in a given element of volume at a later time. On this picture, the interpretation of the quantity on the right-hand side of Eq. (106) is that it represents the fraction of a large number of particles which will be found between \( R \) and \( R + dR \) at time \( t \) if all the particles started from \( R = 0 \) at \( t = 0 \). However, the two methods of interpretation are fully equivalent and we shall adopt the language of whichever of the two happens to be more convenient.

We pass on to considerations which lead to a differential equation for \( W(R, t) \):

Let \( \Delta t \) denote an interval of time long enough for a particle to suffer a large number of displacements but still short enough for the net mean square increment \( \langle |\Delta R|^2 \rangle \) in \( R \) to be small. Under these circumstances, the probability that a particle suffers a net displacement \( \Delta R \) in time \( \Delta t \) is given by

\[
\psi(\Delta R; \Delta t) = \frac{1}{(4\pi D\Delta t)^{\frac{3}{2}}} \exp \left(-\frac{|\Delta R|^2}{4D\Delta t}\right)
\]  

and is independent of \( R \). With \( \Delta t \) chosen in this manner, we seek to derive the probability distribution \( W(R, t+\Delta t) \) at time \( t+\Delta t \) from the distribution \( W(R, t) \) at the earlier time \( t \). In view of (108) and its independence of \( R \) we have the integral equation

\[
W(R, t+\Delta t) = \int_{-\infty}^{\infty} W(R-\Delta R, t) \psi(\Delta R; \Delta t) d(\Delta R).
\]

Since \( \langle |\Delta R|^2 \rangle \) is assumed to be small we can expand \( W(R-\Delta R, t) \) under the integral sign in (109) in a Taylor series and integrate term by term. We find

\[
W(R, t+\Delta t) = \frac{1}{(4\pi D\Delta t)^{\frac{3}{2}}} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \exp \left(-\frac{|\Delta R|^2}{4D\Delta t}\right) \left\{ W(R, t) - \Delta X \frac{\partial W}{\partial X} - \Delta Y \frac{\partial W}{\partial Y} + \Delta Z \frac{\partial W}{\partial Z} \right. \\
- \frac{\partial^2 W}{\partial Z^2} + \frac{1}{2} \left[ \frac{\partial^2 W}{\partial X^2} + (\Delta Y)^2 \frac{\partial^2 W}{\partial Y^2} - \Delta Y \frac{\partial^2 W}{\partial Y \partial Z} + 2 \Delta X \Delta Y \frac{\partial^2 W}{\partial X \partial Y} + 2 \Delta Y \Delta Z \frac{\partial^2 W}{\partial Y \partial Z} + \cdots \right] d(\Delta X) d(\Delta Y) d(\Delta Z) \Bigg\}
\]

\[
= W(R, t) + D\Delta t \left( \frac{\partial^2 W}{\partial X^2} + \frac{\partial^2 W}{\partial Y^2} + \frac{\partial^2 W}{\partial Z^2} \right) + O(\Delta t^3).
\]
Accordingly,
\[ \frac{\partial W}{\partial t} = D \left( \frac{\partial^2 W}{\partial X^2} + \frac{\partial^2 W}{\partial Y^2} + \frac{\partial^2 W}{\partial Z^2} \right) \Delta t + O([\Delta t]^3). \]  
(111)

Passing now to the limit of \( \Delta t \to 0 \) we obtain
\[ \frac{\partial W}{\partial t} = D \left( \frac{\partial^2 W}{\partial X^2} + \frac{\partial^2 W}{\partial Y^2} + \frac{\partial^2 W}{\partial Z^2} \right) \]  
(112)

which is the required differential equation. And, it is seen that \( W(R, t) \) defined according to Eq. (107) is indeed the fundamental solution of this differential equation.

Equation (112) is the standard form of the **equation of diffusion** or of heat conduction. This analogy that exists between our differential Eq. (112) to the equation of diffusion provides a new interpretation of the problem of random flights in terms of a **diffusion coefficient** \( D \).

It is well known that in the **macroscopic** theory of diffusion if \( W(R, t) \) denotes the concentration of the diffusing substance at \( R \) and at time \( t \), then the amount crossing an area \( \Delta \sigma \) in time \( \Delta t \) is given by
\[ -D(1_\sigma \cdot \text{grad } W) \Delta \sigma \Delta t, \]  
(113)

where \( 1_\sigma \) is a unit vector normal to the element of area \( \Delta \sigma \). The diffusion equation is an elementary consequence of this fact. Consequently, we may describe the motion of a large number of particles describing random flights without mutual interference as a process of diffusion with the diffusion coefficient
\[ D = n(\sigma^2)_{\text{av}}/6. \]  
(114)

With this visualization of the problem, the boundary conditions
\[ W = 0 \text{ on an element of surface which is a perfect absorber } \]  
(115)

and
\[ \text{grad } W = 0 \text{ normal to an element surface which is a perfect reflector } \]  
(116)

become intelligible. Further, according to Eq. (113), the rate at which particles appear on an absorbing screen per unit area, and per unit time, is given by
\[ -D(1 \cdot \text{grad } W)w_0 \]  
(117)

where \( 1 \) is a unit vector normal to the absorbing surface. This is in agreement with Eq. (33).

We shall now derive the differential equation for the problem of random flights in its general form considered in §4, subsection (d). This problem differs from the one we have just considered in that the probability distribution \( \tau(t) \) governing the individual displacements \( r \) is now a function with no special symmetry properties. Accordingly, the first moments of \( \tau \) cannot be assumed to vanish; further, the second moments define a general symmetric tensor of the second rank. Under these circumstances, the probability of finding the particle between \( R \) and \( R + dR \) after it has suffered a large number of displacements is given by [cf. Eq. (103)]
\[ W(R)dR = \frac{1}{(8\pi^2 N^2(\sigma^2)(\sigma^2))^{1/2}} \exp \left[ -\frac{(X - N(x))^2}{2N(x^2)} - \frac{(Y - N(y))^2}{2N(y^2)} - \frac{(Z - N(z))^2}{2N(z^2)} \right] dR. \]  
(118)

In writing the probability distribution \( W(R) \) in this form we have supposed that the coordinate system has been so chosen that the \( X, Y, \) and \( Z \) directions are along the principal axes of the moment ellipsoid.

Assuming that, on the average, the particle suffers \( n \) displacements per unit time we can rewrite our expression for \( W(R) \) more conveniently in the form
\[ W(R) = \frac{1}{8(\pi Dt)^{\frac{1}{4}}} \exp \left[ -\frac{(X + \beta_1 \Delta t)^2}{4D_1t} - \frac{(Y + \beta_2 \Delta t)^2}{4D_2t} - \frac{(Z + \beta_3 \Delta t)^2}{4D_3t} \right] \]  

where we have written \[ \begin{align*} 
D_1 &= \frac{1}{2} n(x^2); & D_2 &= \frac{1}{2} n(y^2); & D_3 &= \frac{1}{2} n(z^2), \\
\beta_1 &= -n(x); & \beta_2 &= -n(y); & \beta_3 &= -n(z). 
\end{align*} \]  

To make the passage to a differential equation, we consider, as before, an interval \( \Delta t \) which is long enough for the particle to suffer a large number of individual displacements but short enough for the mean square increment \( \langle |\Delta R|^2 \rangle \) to be small. The probability that the particle suffers an increment \( \Delta R \) in the interval \( \Delta t \) is therefore governed by the distribution function

\[ \psi(\Delta R; \Delta t) = \frac{1}{8(\pi Dt)^{\frac{1}{4}}} \exp \left[ -\frac{(\Delta X + \beta_1 \Delta t)^2}{4D_1t} - \frac{(\Delta Y + \beta_2 \Delta t)^2}{4D_2t} - \frac{(\Delta Z + \beta_3 \Delta t)^2}{4D_3t} \right]. \]  

Hence, analogous to Eqs. (109) and (110) we now have

\[ W(R, t + \Delta t) = W(R, t) + \frac{\partial W}{\partial t} \Delta t + O(\Delta t^2) = \int_{-\infty}^{\infty} W(R - \Delta R, t) \psi(\Delta R; \Delta t) d(\Delta R) \]

\[ = \frac{1}{8(\pi Dt)^{\frac{1}{4}}} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \exp \left[ -\frac{(\Delta X + \beta_1 \Delta t)^2}{4D_1t} - \frac{(\Delta Y + \beta_2 \Delta t)^2}{4D_2t} - \frac{(\Delta Z + \beta_3 \Delta t)^2}{4D_3t} \right] \]

\[ \times \left\{ W(R, t) - \left( \frac{\partial W}{\partial X} + \Delta X \frac{\partial W}{\partial Y} + \Delta Y \frac{\partial W}{\partial Z} \right) + \frac{1}{2} \left( \Delta X^2 \frac{\partial^2 W}{\partial X^2} + \Delta Y^2 \frac{\partial^2 W}{\partial Y^2} + \Delta Z^2 \frac{\partial^2 W}{\partial Z^2} + 2\Delta X \Delta Y \frac{\partial^2 W}{\partial X \partial Y} + 2\Delta Y \Delta Z \frac{\partial^2 W}{\partial Y \partial Z} + \Delta Z \Delta X \frac{\partial^2 W}{\partial Z \partial X} \right) \right\} d(\Delta X) d(\Delta Y) d(\Delta Z). \]  

Since for the distribution function (121)

\[ \langle \Delta X \rangle_\mu = -\beta_1 \Delta t; \quad \langle \Delta Y \rangle_\mu = -\beta_2 \Delta t; \quad \langle \Delta Z \rangle_\mu = -\beta_3 \Delta t, \]

and

\[ \langle \Delta X^2 \rangle_\mu = 2D_1 \Delta t + \beta_1^2 \Delta t^2; \quad \langle \Delta Y \Delta Z \rangle_\mu = \beta_1 \beta_2 \Delta t^2, \]

\[ \langle \Delta Z^2 \rangle_\mu = 2D_3 \Delta t + \beta_3^2 \Delta t^2; \quad \langle \Delta X \Delta Y \rangle_\mu = \beta_1 \beta_2 \Delta t^2, \]

we conclude from Eq. (122) that

\[ \frac{\partial W}{\partial t} + O(\Delta t^2) = \left( \frac{\partial W}{\partial X} + \frac{\partial W}{\partial Y} + \frac{\partial W}{\partial Z} \right) \Delta t + \left( D_1 \frac{\partial^2 W}{\partial X^2} + D_2 \frac{\partial^2 W}{\partial Y^2} + D_3 \frac{\partial^2 W}{\partial Z^2} \right) \Delta t + O(\Delta t^3). \]  

Passing now to the limit \( \Delta t = 0 \) we obtain

\[ \frac{\partial W}{\partial t} = \frac{\partial W}{\partial X} + \frac{\partial W}{\partial Y} + \frac{\partial W}{\partial Z} + D_1 \frac{\partial^2 W}{\partial X^2} + D_2 \frac{\partial^2 W}{\partial Y^2} + D_3 \frac{\partial^2 W}{\partial Z^2}, \]

which is the required differential equation. According to this equation we can describe the phenomenon under discussion as a general process of diffusion in which the number of particles crossing
elements of area normal to the \(X\), \(Y\), and \(Z\) direction per unit area and per unit time are given, respectively, by

\[
-\beta_1 W - D_1 \frac{\partial W}{\partial X}; \quad -\beta_2 W - D_2 \frac{\partial W}{\partial Y}; \quad -\beta_3 W - D_3 \frac{\partial W}{\partial Z}.
\] (127)

For the purposes of solving the differential Eq. (126) it is convenient to introduce a change in the independent variable. Let

\[
W = U \exp \left[ -\frac{\beta_1}{2D_1} (X - X_0) - \frac{\beta_2}{2D_2} (Y - Y_0) - \frac{\beta_3}{2D_3} (Z - Z_0) - \frac{\beta_1^2}{4D_1} t - \frac{\beta_2^2}{4D_2} t - \frac{\beta_3^2}{4D_3} t \right].
\] (128)

We verify that Eq. (126) now reduces to

\[
\frac{\partial U}{\partial t} = D_1 \frac{\partial^2 U}{\partial X^2} + D_2 \frac{\partial^2 U}{\partial Y^2} + D_3 \frac{\partial^2 U}{\partial Z^2}.
\] (129)

The fundamental solution of this differential equation is

\[
U = \frac{\text{Constant}}{(D_1 D_2 D_3)^{1/4}} \exp \left\{ -\frac{(X - X_0)^2}{4D_1 t} - \frac{(Y - Y_0)^2}{4D_2 t} - \frac{(Z - Z_0)^2}{4D_3 t} \right\}.
\] (130)

Returning to the variable \(W\), we have

\[
W = \frac{\text{Constant}}{(D_1 D_2 D_3)^{1/4}} \exp \left[ -\frac{(X - X_0 + \beta_1 t)^2}{4D_1 t} - \frac{(Y - Y_0 + \beta_2 t)^2}{4D_2 t} - \frac{(Z - Z_0 + \beta_3 t)^2}{4D_3 t} \right].
\] (131)

In other words, the distribution (119) does indeed represent the fundamental solution of the differential Eq. (126).

**CHAPTER II**

**THE THEORY OF THE BROWNIAN MOTION**

1. Introductory Remarks. Langevin’s Equation

In the studies on Brownian motion we are principally concerned with the perpetual irregular motions exhibited by small grains or particles of colloidal size immersed in a fluid. As is now well known, we witness in Brownian movement the phenomenon of molecular agitation on a reduced scale by particles very large on the molecular scale—so large in fact as to be readily visible in an ultramicroscope. The perpetual motions of the Brownian particles are maintained by fluctuations in the collisions with the molecules of the surrounding fluid. Under normal conditions, in a liquid, a Brownian particle will suffer about \(10^{21}\) collisions per second and this is so frequent that we cannot really speak of separate collisions. Also, since each collision can be thought of as producing a kink in the path of the particle, it follows that we cannot hope to follow the path in any detail—indeed, to our senses the details of the path are impossibly fine.

The modern theory of the Brownian motion of a free particle (i.e., in the absence of an external field of force) generally starts with Langevin’s equation

\[
du/dt = -\beta u + A(t),
\] (132)

where \(u\) denotes the velocity of the particle. According to this equation, the influence of the surrounding medium on the motion of the particle can be split up into two parts: first, a systematic part \(-\beta u\) representing a dynamical friction experienced by the particle and second, a fluctuating part \(A(t)\) which is characteristic of the Brownian motion.
Regarding the frictional term \(-\beta u\) it is assumed that this is governed by Stokes’ law which states that the frictional force decelerating a spherical particle of radius \(a\) and mass \(m\) is given by \(6\pi a \eta u/m\) where \(\eta\) denotes the coefficient of viscosity of the surrounding fluid. Hence

\[
\beta = 6\pi a \eta / m. \tag{133}
\]

As for the fluctuating part \(A(t)\) the following principal assumptions are made:

(i) \(A(t)\) is independent of \(u\).

(ii) \(A(t)\) varies extremely rapidly compared to the variations of \(u\).

The second assumption implies that time intervals of duration \(\Delta t\) exist such that during \(\Delta t\) the variations in \(u\) that are to be expected are very small indeed while during the same interval \(A(t)\) may undergo several fluctuations. Alternatively, we may say that though \(u(t)\) and \(u(t+\Delta t)\) are expected to differ by a negligible amount, no correlation between \(A(t)\) and \(A(t+\Delta t)\) exists. (The assumptions which are made here are quite analogous to those made in Chapter I, §5 in the passage to the differential equation for the problem of random flights; also see §§2 and 4 in this chapter.)

We shall show in the following sections how with the assumptions made in the foregoing paragraphs, we can derive from Langevin’s equation all the physically significant relations concerning the motions of the Brownian particles. But we should draw attention even at this stage to the very drastic nature of assumptions implicit in the very writing of an equation of the form (132). For we have in reality supposed that we can divide the phenomenon into two parts, one in which the discontinuity of the events taking place is essential while in the other it is trivial and can be ignored. In view of the discontinuities in all matter and all events, this is a prima facie, an ad-hoc assumption. They are however made with reliance on physical intuition and the aposteriori justification by the success of the hypothesis. However, the correct procedure would be to treat the phenomenon in its entirety without appealing to the laws of continuous physics except insofar as they can be explicitly justified. As we shall see in Chapter IV a problem which occurs in stellar dynamics appears to provide a model in which the rigorous procedure can be explicitly followed.

2. The Theory of the Brownian Motion of a Free Particle

Our problem is to solve the stochastic differential equation (132) subject to the restrictions on \(A(t)\) stated in the preceding section. But “solving” a stochastic differential equation like (132) is not the same thing as solving any ordinary differential equation. For one thing, Eq. (132) involves the function \(A(t)\) which, as we shall presently see, has only statistically defined properties. Consequently, “solving” the Langevin Eq. (132) has to be understood rather in the sense of specifying a probability distribution \(W(u, t; u_0)\) which governs the probability of occurrence of the velocity \(u\) at time \(t\) given that \(u=u_0\) at \(t=0\). Of this function \(W(u, t; u_0)\) we should clearly require that, as \(t\to 0\),

\[
W(u, t; u_0) \to \delta(u_x-u_{x,0})\delta(u_y-u_{y,0})\delta(u_z-u_{z,0}) \quad (t\to 0), \tag{134}
\]

where the \(\delta\)’s are Dirac’s \(\delta\) functions. Further, the physical circumstances of the problem require that we demand of \(W(u, t; u_0)\) that it tend to a Maxwellian distribution for the temperature \(T\) of the surrounding fluid, independently of \(u_0\) as \(t\to \infty:\)

\[
W(u, t; u_0) \to \left( \frac{m}{2\pi kT} \right)^{\frac{3}{2}} \exp \left( -\frac{m}{2kT} |u|^2 \right) \quad (t\to \infty). \tag{135}
\]

This last demand on \(W(u, t; u_0)\) conversely requires that \(A(t)\) satisfy certain statistical requirements. For, according to the Langevin equation we have the formal solution

\[
u - u_0 e^{-\beta t} = e^{-\beta t} \int_0^t e^{\beta t} A(\xi) d\xi. \tag{136}
\]
Consequently, the statistical properties of

\[ u - u_0 e^{-\beta t} \]  \hspace{1cm} (137)

must be the same as those of

\[ e^{-\beta t} \int_0^t e^{\beta t} A(\xi) d\xi. \]  \hspace{1cm} (138)

And, as \( t \to \infty \) the quantity (137) tends to \( u \); hence the distribution of

\[ \text{Limit } \left\{ e^{-\beta t} \int_0^t e^{\beta t} A(\xi) d\xi \right\} \]  \hspace{1cm} (139)

must be the Maxwellian distribution

\[ \left( m / 2\pi kT \right)^{3/2} \exp \left( -m |u|^2 / 2kT \right). \]  \hspace{1cm} (140)

Now one of our principal assumptions concerning \( A(t) \) is that it varies extremely rapidly compared to any of the other quantities which enter into our discussion. Further, the fluctuating acceleration experienced by the Brownian particles is statistical in character in the sense that Brownian particles having the same initial coordinates and/or velocities will suffer accelerations which will differ from particle to particle both in magnitude and in their dependence on time. However, on account of the rapidity of these fluctuations, we can always divide an interval of time which is long enough for any of the physical parameters like the position or the velocity of a Brownian particle to change appreciably, into a very large number of subintervals of duration \( \Delta t \) such that during each of these subintervals we can treat all functions of time except \( A(t) \) which enter in our formulae as constants. Thus, the quantity on the right-hand side of Eq. (136) can be written as

\[ e^{-\beta t} \sum_i e^{\beta \Delta t} \int_{\Delta t}^{(i+1)\Delta t} A(\xi) d\xi. \]  \hspace{1cm} (141)

Let

\[ B(\Delta t) = \int_i^{i+1} A(\xi) d\xi. \]  \hspace{1cm} (142)

The physical meaning of \( B(\Delta t) \) is that it represents the net acceleration which a Brownian particle may suffer on a given occasion during an interval of time \( \Delta t \).

Equation (136) becomes

\[ u - u_0 e^{-\beta t} = \sum_i e^{\beta (i\Delta t - t)} B(\Delta t), \]  \hspace{1cm} (143)

and we require that as \( t \to \infty \) the quantity on the right-hand side tends to the Maxwellian distribution (140). We now assert that this requires the probability of occurrence of different values for \( B(\Delta t) \) be governed by the distribution function

\[ w(B[\Delta t]) = \frac{1}{(4\pi q\Delta t)^{3/2}} \exp \left( -|B(\Delta t)|^2 / 4q\Delta t \right) \]  \hspace{1cm} (144)

where

\[ q = \beta kT / m. \]  \hspace{1cm} (145)

To prove this assertion we have to show that the distribution function \( W(u, t; u_0) \) derived on the basis of Eqs. (143) and (144) does in fact tend to the Maxwellian distribution (140) as \( t \to \infty \). We shall presently show that this is the case but we may remark meantime on the formal similarity of Eq. (144) giving the probability distribution of the acceleration \( B(\Delta t) \) suffered by a Brownian particle in time \( \Delta t \) and Eq. (108) giving the probability distribution of the increment \( \Delta R \) in the position of a particle describing random flights in time \( \Delta t \). It will be recalled that for the validity of Eq. (108) it is neces-
sary that $\Delta t$ be long enough for a large number of individual displacements to occur; analogously, our expression for $w(B(\Delta t))$ is valid only for times $\Delta t$ large compared to the average period of a single fluctuation of $A(t)$. Now, the period of fluctuation of $A(t)$ is clearly of the order of the time between successive collisions between the Brownian particle and the molecules of the surrounding fluid; in a liquid this is generally of the order of $10^{-21}$ sec. Accordingly, the similarity of our expression for $w(B(\Delta t))$ with Eq. (108) in the theory of random flights, leads us to interpret the acceleration $B(\Delta t)$ suffered by a Brownian particle (in a time $\Delta t$ large compared with the frequency of collisions with the surrounding molecules) as the result of superposition of the large number of random accelerations caused by collisions with the individual molecules. This is of course eminently reasonable; but the reason why $q$ in Eq. (144) has to be precisely that given by Eq. (145) is due to our requirement that $W(u, t; u_0)$ tend to the Maxwellian distribution (140) as $t \to \infty$. We shall return to these questions again in §5.

We now proceed to prove our assertion concerning Eqs. (143), (144) and (145):

We first prove the following lemma:

**Lemma 1.** Let

$$ R = \int_0^t \psi(\xi) A(\xi) d\xi. \quad (146) $$

Then, the probability distribution of $R$ is given by

$$ W(R) = \frac{1}{4\pi q \int_0^t \psi^2(\xi) d\xi} \exp \left( - \frac{|R|^2}{4q \int_0^t \psi^2(\xi) d\xi} \right). \quad (147) $$

In order to prove this, we first divide the interval $(0, t)$ into a large number of subintervals of duration $\Delta t$. We can then write

$$ R = \sum_j \psi(j\Delta t) \int_{j\Delta t}^{(j+1)\Delta t} A(\xi) d\xi. \quad (148) $$

Remembering our definition of $B(\Delta t)$ [Eq. (142)] we can express $R$ in the form

$$ R = \sum_j r_j, \quad (149) $$

where

$$ r_j = \psi(j\Delta t) B(\Delta t) = \psi_j B(\Delta t). \quad (150) $$

According to Eq. (144) the probability distribution of $r_j$ is governed by

$$ f(r_j) = \frac{1}{(2\pi l^2/3)^1} \exp \left( -3 |r_j|^2 / 2l_j^2 \right), \quad (151) $$

where we have written

$$ l_j^2 = 6q \psi_j^2 \Delta t. \quad (152) $$

A comparison of Eqs. (149) and (151) with Eqs. (34) and (57) shows that we have reduced our present problem to the special case in the theory of random flights considered in Chapter I, §4 case (a). Hence, [cf. Eqs. (59) and (62)]

$$ W(R) = \frac{1}{(2\pi \sum l_j^2 / 3)^1} \exp \left( -3 |R|^2 / 2\sum l_j^2 \right). \quad (153) $$

But

$$ \sum l_j^2 = 6q \sum_j \psi_j^2 \Delta t = 6q \sum_j \psi_j^2(j\Delta t) \Delta t, $$

$$ = 6q \int_0^t \psi^2(\xi) d\xi. \quad (154) $$
We therefore have
\[ W(R) = \frac{1}{\left[ 4\pi q \int_0^t \psi^2(\xi) d\xi \right]^4} \exp \left( -\frac{|R|^2}{4q \int_0^t \psi^2(\xi) d\xi} \right). \] (155)
which proves the lemma.

Returning to Eq. (136) we notice that we can express the right-hand side of this equation in the form
\[ \int_0^t \psi(\xi) A(\xi) d\xi \] (156)
if we define
\[ \psi(\xi) = e^{\theta(\xi - t)}. \] (157)
We can therefore apply lemma I and with the foregoing definition of \( \psi(\xi) \), Eq. (155) governs the probability distribution of
\[ u - u_0 e^{-\beta t}. \] (158)
Since, now,
\[ \int_0^t \psi^2(\xi) d\xi = \int_0^t e^{2\theta(\xi - t)} d\xi = \frac{1}{2\beta}(1 - e^{-2\beta t}), \] (159)
and remembering that according to Eq. (145)
\[ q/\beta = kT/m \] (160)
we have proved that
\[ W(u, t; u_0) = \left[ \frac{m}{2\pi kT(1 - e^{-2\beta t})} \right]^4 \exp \left[ -m |u - u_0 e^{-\beta t}|^2/2kT(1 - e^{-2\beta t}) \right]. \] (161)
We verify that according to this equation
\[ W(u, t; u_0) \to \left( \frac{m}{2\pi kT} \right)^4 \exp (-m |u|^2/2kT) \quad (t \to \infty) \] (162)
i.e., the Maxwellian distribution (140). This proves the assertion we made that with the statistical properties of \( B(\Delta t) \) implied in Eqs. (144) and (145), Eq. (143) leads to a distribution \( W(u, t; u_0) \) which tends to be Maxwellian independent of \( u_0 \) as \( t \to \infty \).

We shall now show how with the assumptions already made concerning \( B(\Delta t) \) we can further derive the distribution of the displacement \( r \) of a Brownian particle at time \( t \) given that the particle is at \( r_0 \) with a velocity \( u_0 \) at time \( t=0 \):

Since
\[ r - r_0 = \int_0^t u(t) dt, \] (163)
we have according to Eq. (136)
\[ r - r_0 = \int_0^t d\eta \left[ u_0 e^{-\beta t} + e^{-\beta t} \int_0^\eta d\xi e^{\beta t} A(\xi) \right], \] (164)
or
\[ r - r_0 - \beta^{-1} u_0 (1 - e^{-\beta t}) = \int_0^t d\eta e^{-\beta t} \int_0^\eta d\xi e^{\beta t} A(\xi). \] (165)
We can simplify the right-hand side of this equation by an integration by parts. We find
\[ r - r_0 - \beta^{-1} u_0 (1 - e^{-\beta t}) = -\beta^{-1} e^{-\beta t} \int_0^t e^{\beta t} A(\xi) d\xi + \beta^{-1} \int_0^t A(\xi) d\xi. \] (166)
Again, we can reduce this equation to the form

$$r - r_0 - \beta^{-1} u_0 (1 - e^{-\beta t}) = \int_0^t \psi(\xi) A(\xi) d\xi,$$

(167)

by defining

$$\psi(\xi) = \beta^{-1} (1 - e^{\beta (t - \xi)}).$$

(168)

Thus lemma I can be applied and with the definition of $\psi(\xi)$ according to Eq. (168), Eq. (155) governs the probability distribution of

$$r - r_0 - \beta^{-1} u_0 (1 - e^{-\beta t})$$

(169)

i.e., of $r$ at time $t$ for given $r_0$ and $u_0$. Since,

$$\int_0^t \psi(\xi) d\xi = \frac{1}{\beta^3} \int_0^t (1 - e^{\beta (t - \xi)})^2 d\xi,$$

we have

$$W(r, t; r_0, u_0) = \frac{m \beta^3}{2 \pi k T [2 \beta t - 3 + 4 e^{-\beta t} - e^{-2 \beta t}]} \exp \left( \frac{m \beta^3}{2 \pi k T [2 \beta t - 3 + 4 e^{-\beta t} - e^{-2 \beta t}]} \right)$$

(170)

For intervals of time long compared to $\beta^{-1}$ the foregoing expression simplifies considerably. For, under these circumstances we can ignore the exponential and the constant terms as compared to $2 \beta t$. Further, as we shall presently show, $\langle | \mathbf{r} - \mathbf{r}_0 | \rangle$ is of order $t$ [cf. Eq. (174)]; hence we can also neglect $u_0 (1 - e^{-\beta t}) \beta^{-1}$ compared to $r - r_0$. Thus Eq. (171) reduces to

$$W(r, t; r_0, u_0) \approx \frac{1}{(4 \pi D t)^{1/2}} \exp \left( - \frac{1}{4} |r - r_0|^2 / 4Dt \right) \quad (t \gg \beta^{-1})$$

(172)

where we have introduced the "diffusion coefficient" $D$ defined by

$$D = kT / m \beta = kT / 6 \pi a.$$

(173)

In Eq. (173) we have substituted for $\beta$ according to Eq. (133).

From Eq. (172) we obtain for the mean square displacement along any given direction (say, the $x$ direction) the formula

$$\langle (x - x_0)^2 \rangle = \frac{1}{2} \langle | \mathbf{r} - \mathbf{r}_0 |^2 \rangle = 2Dt = (kT / 3 \pi a \eta) t.$$

(174)

This is Einstein's result. Equation (174) has been verified by Perrin to lead to consistent and satisfactory values for the Boltzmann constant $k$ by observation of $\langle (x - x_0)^2 \rangle / t$ over wide ranges of $T$, $\eta$ and $a$.

The law of distribution of displacements (172) has been exhaustively tested by observation. Perrin gives the following sets of counts of the displacements of a grain of radius $2.1 \times 10^{-6}$ cm at 30 sec. intervals. Out of a number $N$ of such observations the number of observed values of $x$ displacements between $x_1$ and $x_2$ should be

$$\frac{N}{\pi^4} \int_{x_1}^{x_2} \exp \left( -x^2 / 4Dt \right) \frac{dx}{(4Dt)^{1/2}}.$$

The agreement is satisfactory. See Table II.

Comparing Eq. (172) with the solution for the problem of random flights obtained in Eq. (107) we conclude that for times $t \gg \beta^{-1}$ we can regard the motion of a Brownian particle as one of random
flights. And therefore, according to the ideas of I §5, describe the motion of Brownian particles also as one of diffusion and governed by the diffusion equation. We shall return to this connection with the diffusion equation from a more general point of view in §4.

Returning to Eq. (171) we see that, quite generally, we have

$$
(\langle |r-r_0|^2 \rangle)_u = \frac{\langle u_0 \rangle^2}{\beta^2} (1-e^{-\beta t})^2 + \frac{3kT}{m\beta^2} (2\beta t - 3 + 4e^{-\beta t} - e^{-2\beta t}).
$$

(175)

Averaging this equation over all values of $u_0$ and remembering that $\langle |u_0|^2 \rangle_u = 3kT/m$ we obtain

$$
(\langle |r-r_0|^2 \rangle)_u = \frac{kT}{m\beta^2} (\beta t - 1 + e^{-\beta t}).
$$

(175')

For $t \to \infty$, Eq. (175') is in agreement with our result (174), while for $t \to 0$ we have instead

$$
(\langle |r-r_0|^2 \rangle)_u = \frac{kT}{m} (\beta t - 1 + e^{-\beta t}).
$$

(175'')

So far we have only inquired into the law of distributions of $u$ and $r$ separately. But we can also ask for the distribution $W(r, u, t; u_0, r_0)$ governing the probability of the simultaneous occurrence of the velocity $u$ and the position $r$ at time $t$, given that $u=u_0$ and $r=r_0$ at $t=0$. The solution to this problem can be obtained from the following lemma:

**Lemma II.** Let

$$
R = \int_0^t \psi(\xi)A(\xi)d\xi;
$$

(176)

and

$$
S = \int_0^t \phi(\xi)A(\xi)d\xi.
$$

(177)

Then, the bivariate probability distribution of $R$ and $S$ is given by

$$
W(R, S) = \frac{1}{8\pi^2(GF-H^2)^4} \exp \left[ -\left( (G R)^2 - 2HR + S^2 \right) / (GF - H^2) \right]
$$

(178)

where

$$
F = 2g \int_0^t \psi(\xi)d\xi; \quad G = 2g \int_0^t \phi(\xi)d\xi; \quad H = 2g \int_0^t \phi(\xi)\psi(\xi)d\xi.
$$

(179)

The lemma is proved by writing $R$ and $S$ in the forms [cf. Eqs. (149) and (150)]

$$
R = \sum_i \psi(j\Delta t)B(\Delta t); \quad S = \sum_i \phi(j\Delta t)B(\Delta t)
$$

(180)

and remembering that the distribution of $B$ is Gaussian according to Eq. (144). The problem then reduces to the one considered in Appendix II and the solution stated readily follows.
To obtain the distribution \( W(r, u, t; u_0, r_0) \) we have only to set \([\text{cf. Eqs. (157), (158), (167) and (168)}]\)

\[
\begin{align*}
\mathbf{R} &= r - r_0 - \beta^{-1} u_0 (1 - e^{-\beta t}) ; \\
\psi(t) &= \beta^{-1} (1 - e^{\beta(t-t_0)}) , \\
\mathbf{S} &= u - u_0 e^{-\beta t} ; \\
\phi(t) &= e^{\beta(t-t_0)} ,
\end{align*}
\]

and \([\text{cf. Eqs. (159) and (170)}]\)

\[
F = q \beta^{-1} (2 \beta t - 3 + 4e^{-\beta t} - e^{-2\beta t}) ; \\
G = q \beta^{-1} (1 - e^{-\beta t}) ,
\]

and finally

\[
H = 2q \beta^{-1} \int_0^t e^{\beta(t-t')} (1 - e^{\beta(t-t')} dt = q \beta^{-3} (1 - e^{-\beta t})^2 .
\]

3. The Theory of the Brownian Motion of a Particle in a Field of Force.

The Harmonically Bound Particle

In the presence of an external field of force, the Langevin Eq. (132) is generalized to

\[
du/\ dt = -\beta u + A(t) + K(r,t)
\]

where \( K(r,t) \) is the acceleration produced by the field. In writing this equation we are making the same general assumptions as are involved in writing the original Langevin equation \(\text{cf. the remarks at the end of §1).}\)

In solving the stochastic equation (184) we attribute to \( A(t) \) or more particularly for

\[
B(\Delta t) = \int_t^{t+\Delta t} A(\xi) d\xi
\]

the statistical properties already assigned in the preceding section \(\text{Eq. (144)}.\) The method of solution is illustrated sufficiently by a one-dimensional harmonic oscillator describing Brownian motion. The appropriate stochastic equation is

\[
du/\ dt = -\beta u + A(t) - \omega^2 x
\]

where \( \omega \) denotes the circular frequency of the oscillator. We can write Eq. (184) alternatively in the form

\[
d^2x/dt^2 + \beta dx/dt + \omega^2 x = A(t)
\]

What we seek from this equation are, of course, the probability distributions \( W(x, t; x_0, u_0) \), \( W(u, t; x_0, u_0) \) and \( W(x, u, t; x_0, u_0) \). To obtain these distributions we first write down the formal solution of Eq. (187) regarded as an ordinary differential equation. The method of solution most appropriate for our present purposes is that of the variation of the parameters. In this method, as applied to Eq. (187), we express the solution in terms of that of the homogeneous equation:

\[
x = a_1 \exp (\mu_1 t) + a_2 \exp (\mu_2 t)
\]

where \( \mu_1 \) and \( \mu_2 \) are the roots of

\[
\mu^2 + \beta \mu + \omega^2 = 0 ;
\]

\[\text{i.e.,}
\]

\[
\mu_1 = -\frac{1}{2} \beta + (\frac{1}{2} \beta^2 - \omega^2)^{1/2} ; \\
\mu_2 = -\frac{1}{2} \beta - (\frac{1}{2} \beta^2 - \omega^2)^{1/2}
\]

We assume that the solution of Eq. (187) is of the form (188) where \( a_1 \) and \( a_2 \) are functions of time restricted however to satisfy the equation

\[
\exp (\mu_1 t)(da_1/dt) + \exp (\mu_2 t)(da_2/dt) = 0
\]
From Eq. (187) we derive the further relation
\[ \mu_1 \exp (\mu_1 t)(da_1/dt) + \mu_2 \exp (\mu_2 t)(da_2/dt) = A(t). \]  
(192)

Solving Eqs. (191) and (192) we readily obtain the integrals
\[
\begin{align*}
  a_1 &= + \frac{1}{\mu_1 - \mu_2} \int_0^t \exp (-\mu_1 \xi) A(\xi) d\xi + a_{10}, \\
  a_2 &= - \frac{1}{\mu_1 - \mu_2} \int_0^t \exp (-\mu_2 \xi) A(\xi) d\xi + a_{20},
\end{align*}
\]  
(193)

where \( a_{10} \) and \( a_{20} \) are constants. Accordingly, we have the solution
\[
x = \frac{1}{\mu_1 - \mu_2} \left\{ \mu_1 \exp (\mu_1 t) \int_0^t \exp (-\mu_1 \xi) A(\xi) d\xi - \mu_2 \exp (\mu_2 t) \int_0^t \exp (-\mu_2 \xi) A(\xi) d\xi \right\} + a_{10} \exp (\mu_1 t) + a_{20} \exp (\mu_2 t). \]  
(194)

From the foregoing equation we obtain for the velocity \( u \) the formula
\[
u = \frac{1}{\mu_1 - \mu_2} \left\{ \mu_1 \exp (\mu_1 t) \int_0^t \exp (-\mu_1 \xi) A(\xi) d\xi - \mu_2 \exp (\mu_2 t) \int_0^t \exp (-\mu_2 \xi) A(\xi) d\xi \right\} + \mu_1 a_{10} \exp (\mu_1 t) + \mu_2 a_{20} \exp (\mu_2 t). \]  
(195)

The constants \( a_{10} \) and \( a_{20} \) can now be determined from the conditions that \( x = x_0 \) and \( u = u_0 \) at \( t = 0 \). We find
\[
a_{10} = \frac{x_0 \mu_1 - u_0}{\mu_1 - \mu_2}; \quad a_{20} = \frac{x_0 \mu_2 - u_0}{\mu_1 - \mu_2}. \]  
(196)

Thus, we have the solutions
\[
x + \frac{1}{\mu_1 - \mu_2} \left[ (x_0 \mu_2 - u_0) \exp (\mu_1 t) - (x_0 \mu_1 - u_0) \exp (\mu_2 t) \right] = \int_0^t A(\xi) \psi(\xi) d\xi, \]  
(197)

and
\[
u + \frac{1}{\mu_1 - \mu_2} \left[ \mu_1 (x_0 \mu_2 - u_0) \exp (\mu_1 t) - \mu_2 (x_0 \mu_1 - u_0) \exp (\mu_2 t) \right] = \int_0^t A(\xi) \phi(\xi) d\xi, \]  
(198)

where we have written
\[
\psi(\xi) = \frac{1}{\mu_1 - \mu_2} \left[ \exp [\mu_1 (t - \xi)] - \exp [\mu_2 (t - \xi)] \right], \]  
(199)

\[
\phi(\xi) = \frac{1}{\mu_1 - \mu_2} \left[ \mu_1 \exp [\mu_1 (t - \xi)] - \mu_2 \exp [\mu_2 (t - \xi)] \right]. \]  

It is now seen that the quantities on the right-hand sides of Eqs. (197) and (198) are of the forms considered in lemmas I and II in §2. Accordingly, we can at once write down the distribution functions \( W(x, t; x_0, u_0) \), \( W(u, t; x_0, u_0) \) and \( W(x, u; t, x_0, u_0) \) in terms of the integrals
\[
\int_0^t \psi_2(\xi) d\xi; \quad \int_0^t \phi_2(\xi) d\xi \quad \text{and} \quad \int_0^t \psi_1(\xi) \phi(\xi) d\xi. \]  
(200)
With \( \psi(\xi) \) and \( \phi(\xi) \) defined as in Eqs. (199) we readily verify that
\[
\int_0^t \psi^2(\xi)d\xi = \frac{1}{(\mu_1 - \mu_2)^2} \left[ \frac{1}{2\mu_2} \exp(2\mu_1 t) + \frac{1}{2\mu_2} \exp(2\mu_2 t) \right] - \frac{2}{\mu_1 + \mu_2} \left[ \exp \left[ \frac{(\mu_1 + \mu_2)t}{2} \right] - 1 \right] - \frac{\mu_1 + \mu_2}{2\mu_1 \mu_2},
\]
(201)
\[
\int_0^t \phi^2(\xi)d\xi = \frac{1}{(\mu_1 - \mu_2)^2} \left[ \frac{1}{2\mu_1} \exp(2\mu_2 t) + \frac{1}{2\mu_1} \exp(2\mu_1 t) \right] - \frac{2\mu_1 \mu_2}{\mu_1 + \mu_2} \left[ \exp \left[ \frac{(\mu_1 + \mu_2)t}{2} \right] - 1 \right] - \frac{1}{2} \left( \mu_1 + \mu_2 \right),
\]
(202)
and
\[
\int_0^t \psi(\xi)\phi(\xi)d\xi = \frac{1}{2(\mu_1 - \mu_2)^2} \left( \exp(\mu_1 t) - \exp(\mu_2 t) \right)^2.
\]
(203)

At this point it is convenient to introduce in the foregoing expressions the values of \( \mu_1 \) and \( \mu_2 \) explicitly according to Eq. (190): We find that the quantities on the left-hand sides of Eqs. (197) and (198) become, respectively,
\[
x - x_0 e^{-\beta_1 t} \cosh \frac{1}{2} \beta_1 t + \frac{x_0 \beta_1 + 2\mu_0}{\beta_1} e^{-\beta_1 t} \sinh \frac{1}{2} \beta_1 t,
\]
(204)
and
\[
u - \nu_0 e^{-\beta_1 t} \cosh \frac{1}{2} \beta_1 t + \frac{2 \nu_0 \omega^2 + \beta^2 \nu_0}{\beta_1} e^{-\beta_1 t} \sinh \frac{1}{2} \beta_1 t,
\]
(205)
where we have introduced the quantity \( \beta_1 \) defined by
\[
\beta_1 = (\beta^2 - 4\omega^2)^{1/2}.
\]
(206)
Similarly, we find
\[
\int_0^t \psi^2(\xi)d\xi = \frac{1}{2\omega^2 \beta} \frac{e^{-\beta_1 t}}{2\omega^2 \beta} \left( 2\beta^2 \sinh^2 \frac{1}{2} \beta_1 t + \beta_1 \sinh \beta_1 t + \beta_1^3 \right),
\]
(207)
\[
\int_0^t \phi^2(\xi)d\xi = \frac{1}{2\beta^2} \frac{e^{-\beta_1 t}}{2\beta_1^2 \beta} \left( 2\beta^2 \sinh^2 \frac{1}{2} \beta_1 t - \beta_1 \sinh \beta_1 t + \beta_1^3 \right),
\]
(208)
and
\[
\int_0^t \psi(\xi)\phi(\xi)d\xi = 2\beta_1 \frac{1}{2\beta_1} e^{-\beta_1 t} \sinh^2 \frac{1}{2} \beta_1 t.
\]
(209)

It is seen that all the foregoing expressions remain finite and real even when \( \beta_1 \) is zero or imaginary. Thus, while all the expressions remain valid as they stand in the "overdamped" case (\( \beta_1 \) real) the formulae appropriate for the periodic (\( \beta_1 \) imaginary) and the aperiodic (\( \beta_1 \) zero) cases can be readily written down by replacing
\[
cosh \frac{1}{2} \beta_1 t, \beta_1^{-1} \sinh \frac{1}{2} \beta_1 t \quad \text{and} \quad \beta_1^{-1} \sinh \beta_1 t,
\]
(210)
respectively, by
\[
\cos \omega_1 t, \frac{1}{2\omega_1} \sin \omega_1 t \quad \text{and} \quad \frac{1}{2\omega_1} \sin 2\omega_1 t \quad \text{where} \quad \omega_1 = (\omega^2 - \frac{1}{4} \beta^2)^{1/2}
\]
(211)
in the periodic case, and by
\[
1, \frac{1}{2} t \quad \text{and} \quad t
\]
(212)
in the aperiodic case.

As we have already remarked, we can immediately write down the distribution functions for the quantities on the left-hand sides of the Eqs. (197) and (198) \( \text{[i.e., the quantities (204) and (205)]} \) according to lemmas I and II of §2 in terms of the integrals (207)–(209). Thus,
\[
W(x, t; x_0, u_0) = \frac{m}{4\pi\beta^2 k T \int_0^t \psi^2(\xi) d\xi} \exp \left[ \frac{2}{\beta^2} \left( \frac{2}{\beta^1} - \frac{2x_0}{\beta^1} \right) \right] \cdot \frac{\left( \frac{2u_0}{\beta^2} - \frac{2}{\beta^1} \right) \left( \frac{2}{\beta^1} \sinh \beta t + \frac{\beta}{\beta^1} \right) + \frac{2}{\beta^1} \sinh \beta t}{\sinh \beta t} \right] \frac{1}{\beta^1} \cdot \frac{\cosh \frac{\beta}{\beta^1} \left( \frac{2}{\beta^1} \sinh \frac{\beta}{\beta^1} \right)}{\left( \frac{2}{\beta^1} \sinh \frac{\beta}{\beta^1} + \frac{\beta}{\beta^1} \sinh \beta t + 1 \right) \left( \frac{2}{\beta^1} \sinh \frac{\beta}{\beta^1} + \frac{\beta}{\beta^1} \sinh \beta t + 1 \right)}.
\]

(213)

We have similar expressions for \(W(u, t; x_0, u_0)\) and \(W(x, u, t; x_0, u_0)\).

The quantities of greatest interest are the moments \(\langle x \rangle_u, \langle u \rangle_u, \langle x^2 \rangle_u, \langle u^2 \rangle_u\) and \(\langle xu \rangle_u\). We find

\[
\begin{align*}
\langle x \rangle_u &= x_0 e^{-\beta t/2} \left( \cosh \frac{\beta}{\beta^1} \frac{\beta}{\beta^1} + \frac{\beta}{\beta^1} \right) + \frac{2u_0}{\beta^2} e^{-\beta t/2} \sinh \frac{\beta}{\beta^1}, \\
\langle u \rangle_u &= u_0 e^{-\beta t/2} \left( \cosh \frac{\beta}{\beta^1} \frac{\beta}{\beta^1} - \frac{\beta}{\beta^1} \right) - \frac{2x_0 \beta^2}{\beta^1} e^{-\beta t/2} \sinh \frac{\beta}{\beta^1}, \\
\langle x^2 \rangle_u &= \langle x \rangle_u^2 + \frac{kT}{\beta^2} \left( \frac{2}{\beta^1} \sinh \frac{\beta}{\beta^1} + \frac{\beta}{\beta^1} \sinh \beta t + 1 \right), \\
\langle u^2 \rangle_u &= \langle u \rangle_u^2 + \frac{kT}{\beta^2} \left( \frac{2}{\beta^1} \sinh \frac{\beta}{\beta^1} - \frac{\beta}{\beta^1} \sinh \beta t + 1 \right), \\
\langle xu \rangle_u &= \langle x \rangle_u \langle u \rangle_u + \frac{4kT}{\beta^2} e^{-\beta t} \sinh \frac{\beta}{\beta^1}.
\end{align*}
\]

(214)

The foregoing expressions are the average values of the various quantities at time \(t\) for assigned values of \(x\) and \(u\) (namely, \(x_0\) and \(u_0\)) at time \(t = 0\). We see that

\[
\begin{align*}
\langle x \rangle_u &\to 0; \quad \langle u \rangle_u \to 0; \quad \langle xu \rangle_u \to 0, \\
\langle x^2 \rangle_u &\to kT/m \beta^2; \quad \langle u^2 \rangle_u = kT/m.
\end{align*}
\]

(215)

By averaging the various moments over all values of \(u_0\) and remembering that

\[
\langle u_0 \rangle_u = 0; \quad \langle u_0^2 \rangle_u = kT/m.
\]

(216)

we obtain from Eqs. (214) that

\[
\begin{align*}
\langle x \rangle_u &= x_0 e^{-\beta t/2} \left( \cosh \frac{\beta}{\beta^1} \frac{\beta}{\beta^1} + \frac{\beta}{\beta^1} \right), \\
\langle u \rangle_u &= -\frac{2x_0 \beta^2}{\beta^1} e^{-\beta t/2} \sinh \frac{\beta}{\beta^1}, \\
\langle x^2 \rangle_u &= \frac{kT}{m \beta^2} \left( x_0^2 + \frac{kT}{m \beta^2} \right) e^{-\beta t} \left( \cosh \frac{\beta}{\beta^1} \frac{\beta}{\beta^1} + \frac{\beta}{\beta^1} \sinh \beta t \right)^2, \\
\langle u^2 \rangle_u &= \frac{kT}{m \beta^2} \left( x_0^2 - \frac{kT}{m \beta^2} \right) e^{-\beta t} \sinh \frac{\beta}{\beta^1} \frac{\beta}{\beta^1} \sinh \beta t, \\
\langle xu \rangle_u &= \frac{2kT}{\beta^2 m \beta^2} \left( x_0^2 - \frac{kT}{m \beta^2} \right) e^{-\beta t} \sinh \frac{\beta}{\beta^1} \left( \cosh \frac{\beta}{\beta^1} \frac{\beta}{\beta^1} + \frac{\beta}{\beta^1} \sinh \beta t \right).
\end{align*}
\]

(217)

Equations (214) and (217) show how the equipartition values (215) are reached as \(t \to \infty\).
4. The Fokker-Planck Equation. The Generalization of Liouville's Theorem

As we have already remarked on several occasions, in an analysis of the Brownian movement we regard as impracticable a detailed description of the motions of the individual particles. Instead, we emphasize the essential stochastic nature of the phenomenon and seek a description in terms of the probability distributions of position and/or velocity at a later time starting from given initial distributions. Thus, in our discussion of the Brownian movement of a free particle in §2 we obtain explicitly the distribution functions \( W(u, t; u_0), \ W(r, t; u_0, r_0) \) and \( W(r, u, t; r_0, u_0) \) for given initial values of \( r_0 \) and \( u_0 \); similarly, in §3 we determined the distributions \( W(u, t; x_0, u_0), \ W(x, t; x_0, u_0) \) and \( W(x, u, t; x_0, u_0) \) for a harmonically bound particle describing Brownian motion. In deriving these distributions in §§2 and 3 we started with the Langevin equation [Eq. (132) in the field-free case, and Eq. (184) when an external field is present] and solved it in a manner appropriate to the problem. We shall now consider the question whether we cannot reduce the determination of these distribution functions to appropriate boundary value problems of suitably chosen partial differential equations. We have in mind a reduction similar to that achieved in Chapter I, §5 where we showed how, under certain circumstances, the solution to the problem of random flights can be obtained as solutions of boundary-value problems long familiar in the theory of diffusion or conduction of heat. That a similar reduction should be possible under our present circumstances is apparent when we recall that the interpretation of the problem of random flights as one in diffusion (or heat conduction) is possible only if there exist time intervals \( \Delta t \) long enough for the particle to suffer a large number of individual displacements but still short enough for the net mean square displacement \( \langle |\Delta r|^2 \rangle \) to be small and of \( O(\Delta t) \). And, it is in the essence of Brownian motion that there exist time intervals \( \Delta t \) during which the physical parameters (like position and velocity of the Brownian particle) change by "infinitesimal" amounts while there occur a very large number of fluctuations characteristic of the motion and arising from the collisions with the molecules of the surrounding fluid.

It is clear that for the solutions of the most general problem we shall require the density function \( W(r, u, t) \); in other words, we should really consider the problem in the six-dimensional phase space. Accordingly, we may state our principal objective by the remark that what we are seeking is essentially a generalization of Liouville's theorem of classical dynamics to include Brownian motion. But before we proceed to establish such a general theorem it will be instructive to consider the simplest problem of the Brownian motion of a free particle in the velocity space and obtain a differential equation for \( W(u, t) \); this leads us to the discussion of the Fokker-Planck equation in its most familiar form.

\( \text{(i) The Fokker-Planck Equation in Velocity Space to Describe the Brownian Motion of a Free Particle} \)

Let \( \Delta t \) denote an interval of time long compared to the periods of fluctuations of the acceleration \( A(t) \) occurring in the Langevin equation but short compared to intervals during which the velocity of a Brownian particle changes by appreciable amounts. Under these circumstances we should expect to derive the distribution function \( W(u, t+\Delta t) \) governing the probability of occurrence of \( u \) at time \( t+\Delta t \) from the distribution \( W(u, t) \) at time \( t \) and a knowledge of the transition probability \( \psi(u; \Delta u) \) that \( u \) suffers an increment \( \Delta u \) in time \( \Delta t \). More particularly, we expect the relation

\[
W(u, t+\Delta t) = \int W(u-\Delta u, t)\psi(u-\Delta u; \Delta u)d(\Delta u),
\]

(218)

to be valid. We may parenthetically remark that in expecting this integral equation between \( W(u, t+\Delta t) \) and \( W(u, t) \) to be true we are actually supposing that the course which a Brownian particle will take depends only on the instantaneous values of its physical parameters and is entirely independent of its whole previous history. In general probability theory, a stochastic process which has this characteristic, namely, that what happens at a given instant of time \( t \) depends only on the
state of the system at time \( t \) is said to be a Markoff process. We may describe a Markoff process picturesquely by the statement that it represents "the gradual unfolding of a transition probability" in exactly the same sense as the development of a conservative dynamical system can be described as "the gradual unfolding of a contact transformation." That we should be able to idealize Brownian motion as a Markoff process appears very reasonable. But we should be careful not to conclude too hastily that every stochastic process is necessarily of the Markoff type. For, it can happen that the future course of a system is conditioned by its past history: i.e., what happens at a given instant of time \( t \) may depend on what has already happened during all time preceding \( t \).

Returning to Eq. (218), for the case under discussion we have

\[
\psi(u; \Delta u) = \frac{1}{(4\pi q\Delta t)^{3/2}} \exp \left(-\frac{|\Delta u + \beta u \Delta t|^2}{4q\Delta t}\right) \quad (q = \beta kT/m). \tag{219}
\]

For, according to the Langevin equation [cf. Eq. (142)]

\[
\Delta u = -\beta u \Delta t + B(\Delta t) \tag{220}
\]

where \( B(\Delta t) \) denotes the net acceleration arising from fluctuations which a Brownian particle suffers in time \( \Delta t \); and, since the distribution of \( B(\Delta t) \) is given by Eq. (144), the transition probability (218) follows at once.

Expanding \( W(u, t + \Delta t), W(u - \Delta u, t) \) and \( \psi(u - \Delta u; \Delta u) \) in Eq. (218) in the form of Taylor series, we obtain

\[
\frac{\partial W}{\partial t} \Delta t + O(\Delta t^2) = -\sum_i \frac{\partial W}{\partial u_i} \langle \Delta u_i \rangle + \frac{1}{2} \sum_i \sum_{j \neq i} \frac{\partial^2 W}{\partial u_i \partial u_j} \langle \Delta u_i \Delta u_j \rangle + \cdots
\]

\[
\times \left\{ \psi(u; \Delta u) - \sum_i \frac{\partial \psi}{\partial u_i} \langle \Delta u_i \rangle + \frac{1}{2} \sum_i \sum_{j \neq i} \frac{\partial^2 \psi}{\partial u_i \partial u_j} \langle \Delta u_i \Delta u_j \rangle + \cdots \right\} d(\Delta u_1) d(\Delta u_2) d(\Delta u_3) \tag{221}
\]

or, writing

\[
\langle \Delta u_i \rangle = \int_{-\infty}^{+\infty} \Delta u_i \psi(u; \Delta u) d(\Delta u),
\]

\[
\langle \Delta u_i \Delta u_j \rangle = \int_{-\infty}^{+\infty} \Delta u_i \Delta u_j \psi(u; \Delta u) d(\Delta u),
\]

\[
\langle \Delta u_i \rangle = \int_{-\infty}^{+\infty} \Delta u_i \psi(u; \Delta u) d(\Delta u),
\]

we have

\[
\frac{\partial W}{\partial t} + O(\Delta t^2) = -\sum_i \frac{\partial W}{\partial u_i} \langle \Delta u_i \rangle + \frac{1}{2} \sum_i \sum_{j \neq i} \frac{\partial^2 W}{\partial u_i \partial u_j} \langle \Delta u_i \Delta u_j \rangle + \sum_i \frac{\partial}{\partial u_i} \langle \Delta u_i \rangle + \sum_{i \neq j} \frac{\partial W}{\partial u_i} \frac{\partial}{\partial u_j} \langle \Delta u_i \Delta u_j \rangle + \frac{1}{2} \sum_i \sum_{j \neq i} \frac{\partial^2 W}{\partial u_i \partial u_j} \langle \Delta u_i \Delta u_j \rangle + \cdots \tag{223}
\]
where the remainder term involves the averages of the quantities

\( \Delta u_i^2, \Delta u_i \Delta u_j \) and \( \Delta u_i \Delta u_j \Delta u_k, \quad (i, j, k = 1, 2, 3). \)

Equation (223) can be written more conveniently as

\[
\frac{\partial W}{\partial t} + O(\Delta t) = -\sum_i \frac{\partial}{\partial u_i}(W(\Delta u_i)_w) + 2 \sum_i \frac{\partial^2}{\partial u_i^2}(W(\Delta u_i^2)_w) + \sum_{i<j} \frac{\partial^2}{\partial u_i \partial u_j} \frac{\partial}{\partial \Delta u_i}(W(\Delta u_i \Delta u_j)_w) + O(\Delta u_i \Delta u_j \Delta u_k)_w, \tag{224}
\]

which is the Fokker-Planck equation in its most general form.

For the transition probability (219),

\[
\langle \Delta u_i \rangle_w = -\beta u_i \Delta t; \quad \langle \Delta u_i \Delta u_j \rangle_w = O(\Delta t); \quad \langle \Delta u_i^2 \rangle_w = 2q_\Delta t + O(\Delta t). \tag{225}
\]

Hence, Eq. (224) reduces in our case to

\[
\frac{\partial W}{\partial t} + O(\Delta t) = \beta \text{ div}_u (Wu) + q\nabla_u^2 \frac{\partial}{\partial \Delta u_i}(W(\Delta u_i) - u_i) \Delta t + O(\Delta t), \tag{226}
\]

and passing now to the limit \( \Delta t \to 0 \) we have

\[
\frac{\partial W}{\partial t} = \beta \text{ div}_u (Wu) + q\nabla_u^2 W. \tag{227}
\]

We shall now show that the distribution function \( W(u, t; u_0) \) obtained in §2, Eq. (161) is the fundamental solution of the Fokker-Planck Eq. (227) in the sense that this is the solution which tends to the \( \delta \) function

\[
\delta(u_1 - u_{1,0}) \delta(u_2 - u_{2,0}) \delta(u_3 - u_{3,0}) \tag{228}
\]

as \( t \to 0 \). To prove this, we first note that but for the Laplacian term, Eq. (227) is a linear partial differential equation of the first order. Hence, it is natural to expect that the general solution of Eq. (227) will be intimately connected with that of the associated first-order equation

\[
(\frac{\partial W}{\partial t} - \beta \text{ div}_u (Wu)) = 0. \tag{229}
\]

The general solution of this first-order equation involves the three first integrals of the Lagrangian subsidiary system

\[
\frac{du}{dt} = -\beta u. \tag{230}
\]

The required first integrals are therefore

\[
u e^{\beta t} = u_0 = \text{constant}. \tag{231}
\]

Accordingly, for solving Eq. (227) we introduce a new vector \( \phi \) defined by

\[
\phi = (\xi, \eta, \zeta) = \nu e^{\beta t}. \tag{232}
\]

Equation (227) now becomes

\[
\frac{\partial W}{\partial t} = 3\beta W + \nu e^{\beta t} \nabla^2 W. \tag{233}
\]

This equation can be further simplified by introducing the variable

\[
\chi = W e^{-3\beta t}. \tag{234}
\]

We have

\[
\frac{\partial \chi}{\partial t} = \nu e^{\beta t} \left( \frac{\partial^2 \chi}{\partial \xi^2} + \frac{\partial^2 \chi}{\partial \eta^2} + \frac{\partial^2 \chi}{\partial \zeta^2} \right). \tag{235}
\]
The solution of this equation can be readily written down by using the following lemma:

**Lemma I.** If \( \phi(t) \) is an arbitrary function of time, the solution of the partial differential equation

\[
\frac{\partial \chi}{\partial t} = \phi(t) \nabla^2 \chi
\]

which has a source at \( \theta = \theta_0 \) at time \( t = 0 \) is

\[
\chi = \frac{1}{\left[ 4\pi \int_0^t \phi^2(t) dt \right]^{1/2}} \exp \left( - \frac{|\theta - \theta_0|^2}{4 \int_0^t \phi^2(t) dt} \right).
\]

We shall omit the proof of this lemma as it is very elementary.

Applying this lemma to Eq. (235) we have the fundamental solution

\[
\chi = \frac{1}{\left[ 4\pi q \int_0^t e^{\beta t} dt \right]^{1/2}} \exp \left( - \frac{|ue^{\beta t} - u_0|^2}{4q \int_0^t e^{\beta t} dt} \right),
\]

or, returning to the variable \( W \) according to Eq. (234) we have

\[
W(u, t; u_0) = \frac{1}{\left[ 2\pi q(1 - e^{-\beta t})/\beta \right]^{1/2}} \exp \left( - \beta |u - u_0e^{-\beta t}|^2/2q(1 - e^{-\beta t}) \right)
\]

which agrees with our earlier result in §2, Eq. (161).

(ii) The Generalization of Liouville's Theorem to Include Brownian Motion

We shall now consider the general problem of a particle describing Brownian motion and under the influence of an external field of force.

Let \( \Delta t \) again denote an interval of time which is long compared to the periods of fluctuations of the acceleration \( A(t) \) occurring in the Langevin Eq. (184) but short compared to the intervals in which any of the physical parameters change appreciably. Then, the increments \( \Delta r \) and \( \Delta u \) in position and velocity which the particle suffers during \( \Delta t \) are

\[
\Delta r = u\Delta t; \quad \Delta u = -(\beta u - K)\Delta t + B(\Delta t),
\]

where \( K \) denotes the acceleration per unit mass caused by the external field of force and \( B(\Delta t) \) the net acceleration arising from fluctuations which the particle suffers in time \( \Delta t \). The distribution of \( B(\Delta t) \) is again given by Eq. (144).

Assuming as before that the Brownian movement can be idealized as a Markoff process the probability distribution \( W(r, u, t+\Delta t) \) in the phase space at time \( t+\Delta t \) can be derived from the distribution \( W(r, u, t) \) at the earlier time \( t \) by means of the integral equation

\[
W(r, u, t+\Delta t) = \int \int W(r-\Delta r, u-\Delta u, t) \Psi(r-\Delta r, u-\Delta u; \Delta r, \Delta u)d(\Delta r)d(\Delta u).
\]

According to the Eqs. (240) we can write

\[
\Psi(r, u; \Delta r, \Delta u) = \psi(r, u; \Delta u) \delta(\Delta x - u_0\Delta t) \delta(\Delta y - u_0\Delta t) \delta(\Delta z - u_0\Delta t),
\]

where the \( \delta \)'s denote Dirac's \( \delta \) functions and \( \psi(r, u; \Delta u) \) the transition probability in the velocity space. With this form for the transition probability in the phase space the integration over \( \Delta r \) in
Eq. (241) is immediately performed and we get

\[ W(r, u, t+\Delta t) = \int W(r-u\Delta t, u-\Delta u, t)\psi(r-u\Delta t, u-\Delta u; \Delta u)d(\Delta u). \]  \tag{243} \]

Alternatively, we can write

\[ W(r+u\Delta t, u, t+\Delta t) = \int W(r, u-\Delta u, \Delta t)\psi(r, u-\Delta u; \Delta u)d(\Delta u). \]  \tag{244} \]

Expanding the various functions in the foregoing equation in the form of Taylor series and proceeding as in our derivation of the Fokker-Planck equation, we obtain [cf. Eq. (221)]

\[ \left( \frac{\partial W}{\partial t} + u \cdot \nabla W \right) \Delta t + O(\Delta t^2) = \sum \frac{\partial}{\partial u_i} \left( W(\Delta u_i)_n \right) + \frac{1}{2} \sum \frac{\partial^2}{\partial u_i^2} \left( W(\Delta u_i)_n \right) + O(\Delta u_i \Delta u_j)_n + O(\Delta u_i \Delta u_j)_n. \]  \tag{245} \]

This is the complete analog in the phase space of the Fokker-Planck equation in the velocity space.

For the case (240), the transition probability \( \psi(u; \Delta u) \) is given by [cf. Eq. (144)]

\[ \psi(u; \Delta u) = \frac{1}{(4\pi q\Delta t)^{1/2}} \exp \left( - \frac{1}{4q\Delta t} \right). \]  \tag{246} \]

And with this expression for the transition probability we clearly have

\[ \langle \Delta u_i \rangle_n = - (\beta u_i - K_i) \Delta t; \quad \langle \Delta u_i^2 \rangle_n = 2q \Delta t + O(\Delta t^2); \quad \langle \Delta u_i \Delta u_j \rangle_n = O(\Delta t^2). \]  \tag{247} \]

Accordingly Eq. (245) simplifies to

\[ \left( \frac{\partial W}{\partial t} + u \cdot \nabla W \right) \Delta t + O(\Delta t^2) = \left( \sum \frac{\partial}{\partial u_i} \left( [\beta u_i - K_i]W \right) + q \sum \frac{\partial^2 W}{\partial u_i^2} \right) \Delta t + O(\Delta t^2), \]  \tag{248} \]

and now passing to the limit \( \Delta t = 0 \) and after some minor rearranging of the terms we finally obtain

\[ \frac{\partial W}{\partial t} + u \cdot \nabla W + K \cdot \nabla u W = \beta \\text{div} \, (Wu) + q \nabla \cdot \nabla W. \]  \tag{249} \]

The foregoing equation represents the complete generalization of the Fokker-Planck Eq. (227) to the phase space. At the same time Eq. (249) represents also the generalization of Liouville's theorem of classical dynamics to include Brownian motion; more particularly, on the right-hand side of Eq. (249) we have the terms arising from Brownian motion while on the left-hand side we have the usual Stokes operator \( D/Dt \) acting on \( W \).

(iii) The Solution of Equation (249) for the Field Free Case

When no external field is present Eq. (249) becomes

\[ \frac{\partial W}{\partial t} + u \cdot \nabla W = 3\beta W + \beta u \cdot \nabla W + q \nabla \cdot \nabla W. \]  \tag{250} \]

To solve this equation we again note that the equation

\[ \frac{\partial W}{\partial t} + u \cdot \nabla W = 3\beta W + \beta u \cdot \nabla W \]  \tag{251} \]

derived from (250) by ignoring the Laplacian term \( q \nabla \cdot \nabla W \) is a linear homogeneous first-order partial differential equation for \( W e^{-\beta t} \). Accordingly, the general solution of Eq. (251) can be expressed in
terms of any six independent integrals of the Lagrangian subsidiary system
\[ \frac{du}{dt} = -\beta u; \quad dr/dt = u. \]  
(252)

Two vector integrals of this system are
\[ u e^{\beta t} = I_1; \quad r + u/\beta = I_2. \]  
(253)

Accordingly, to solve Eq. (119) we introduce the new variables
\[ \phi = (\xi, \eta, \zeta) = u e^{\beta t}; \quad P = (X, Y, Z) = r + u/\beta. \]  
(254)

For this transformation of the variables we have
\[
\frac{\partial W}{\partial t} = -W(\phi, P, t) + \beta \phi \cdot \text{grad} \phi W, \\
\text{grad} \phi W = \text{grad} P W, \\
\text{grad} u W = e^{\beta t} \text{grad} \phi W + (1/\beta) \text{grad} P W,
\]
and finally
\[ \nabla u^2 W = e^{\beta t} \nabla \phi^2 W + (2/\beta) e^{\beta t} \nabla \phi \cdot \nabla P W + (1/\beta^2) \nabla P^2 W. \]  
(255)

Substituting the foregoing equations in Eq. (250) we obtain
\[ \frac{\partial W}{\partial t} = 3\beta W + q \{ e^{\beta t} \nabla \phi^2 W + (2/\beta) e^{\beta t} \nabla \phi \cdot \nabla P W + (1/\beta^2) \nabla P^2 W \}. \]  
(257)

Again, we introduce the variable
\[ \chi = W e^{-\beta t}. \]  
(258)

Equation (257) reduces to
\[ \frac{\partial \chi}{\partial t} = q \{ e^{\beta t} \nabla \phi^2 \chi + (2/\beta) e^{\beta t} \nabla \phi \cdot \nabla P \chi + (1/\beta^2) \nabla P^2 \chi \}, \]  
(259)

or, written out explicitly
\[ \frac{\partial \chi}{\partial t} = q \left\{ e^{\beta t} \left( \frac{\partial^2 \chi}{\partial \xi^2} + \frac{\partial^2 \chi}{\partial \eta^2} + \frac{\partial^2 \chi}{\partial \zeta^2} \right) + \frac{2}{\beta} \left( \frac{\partial^2 \chi}{\partial \xi \partial \phi} + \frac{\partial^2 \chi}{\partial \eta \partial \phi} + \frac{\partial^2 \chi}{\partial \zeta \partial \phi} \right) + \frac{1}{\beta^2} \left( \frac{\partial^2 \chi}{\partial X^2} + \frac{\partial^2 \chi}{\partial Y^2} + \frac{\partial^2 \chi}{\partial Z^2} \right) \right\}. \]  
(260)

To solve this equation we first prove the following lemma:

**Lemma II.** Let \( \phi(t) \) and \( \psi(t) \) be two arbitrary functions of time. The solution of the differential equation
\[ \frac{\partial \chi}{\partial t} = \phi^2(t) \frac{\partial^2 \chi}{\partial \xi^2} + 2\phi(t) \psi(t) \frac{\partial^2 \chi}{\partial \xi \partial \phi} + \psi^2(t) \frac{\partial^2 \chi}{\partial X^2} \]  
(261)

which has a source at \( \xi = X = 0 \) at \( t = 0 \) is
\[ \chi = \frac{1}{2\pi \Delta^1} \exp \left[ -(a \xi^2 + 2h \xi X + b X^2)/2\Delta \right] \]  
(262)

where
\[ a = 2 \int_0^t \psi^2(t) dt; \quad h = -2 \int_0^t \phi(t) \psi(t) dt; \quad b = 2 \int_0^t \phi^2(t) dt, \]  
(263)

and
\[ \Delta = ab - h^2. \]  
(264)

To prove this lemma we substitute for \( \chi \) according to Eq. (262) in the differential Eq. (261). After some minor reductions we find that we are left with
\[
\frac{1}{\Delta} \frac{d\Delta}{dt} + \xi^2 \frac{da_1}{dt} + 2\xi\frac{dh_1}{dt} + X_1 \frac{db_1}{dt} + 2\phi^2(a_1^2\xi^2 + 2a_1h_1\xi X + h_1^2X^2 - a_1) \\
+ 4\phi\psi(a_1h_1\xi^2 + h_1b_1X^2 + \xi[X[h_1^3 + a_1b_1] - h_1] + 2\psi^2(h_1^2\xi^2 + 2h_1b_1\xi X + b_1^2X^2 - b_1) = 0, \quad (265)
\]

where we have written
\[
a_1 = a/\Delta; \quad h_1 = h/\Delta; \quad b_1 = b/\Delta. \quad (266)
\]

Equating the coefficients of \(\xi^2, \xi X\) and \(X^2\) in (265) we obtain the set of equations

\[
\begin{align*}
da_1/dt &= -2(a_1\phi + h_1\psi)^2, \\
dh_1/dt &= -2(h_1\phi + b_1\psi)^2, \\
db_1/dt &= -2(a_1\phi + h_1\psi)(h_1\phi + b_1\psi).
\end{align*}
\]

and
\[
da/\Delta dt = 2\Delta(a_1\phi^2 + h_1h_1\psi + b_1\psi^2). \quad (268)
\]

It is readily verified that Eq. (268) is consistent with the Eq. (267) [see Eqs. (271) and (272) below]. Since [cf. Eqs. (266)]
\[
da/\Delta dt = a_1(d\Delta/dt) \quad (269)
\]

we have according to Eqs. (267) and (268)
\[
da/\Delta dt = -2\Delta(a_1\phi + h_1\psi)^2 + 2\Delta(a_1^2\phi^2 + 2a_1h_1\phi\psi + a_1b_1\psi^2) = 2\Delta(a_1^2b_1 - h_1^2)\psi^2, \quad (270)
\]
or
\[
da/\Delta dt = 2\psi^2. \quad (271)
\]

Similarly we prove that
\[
\frac{db}{d\psi} = 2\phi^2; \quad \frac{dh}{d\psi} = -2\phi\psi. \quad (272)
\]

Hence,
\[
a = 2\int \psi^2 dt; \quad h = -2\int \phi\psi dt; \quad b = 2\int \phi^2 dt. \quad (273)
\]

The lemma now follows as an immediate consequence of the boundary conditions at \(t = 0\) stated.

In order to apply the foregoing lemma to Eq. (260) we first notice that the equation is separable in the pairs of variables \((\xi, X), (\eta, Y)\) and \((\zeta, Z)\). Expressing therefore the solution in the form
\[
X = \chi_1(\xi, X)\chi_2(\eta, Y)\chi_3(\zeta, Z), \quad (274)
\]
we see that each of the functions \(\chi_1, \chi_2\) and \(\chi_3\) satisfies an equation of the form (261) with
\[
\phi(t) = q^t e^{\beta t}; \quad \psi(t) = q^{1/\beta}. \quad (275)
\]

Hence, the solution of Eq. (260) with the boundary condition
\[
\phi = \phi_0, \quad P = P_0 \quad \text{at} \quad t = 0 \quad (276)
\]
is
\[
X = \frac{1}{8\pi^2\Delta t} \exp \left\{ -\left[ a |\phi - \phi_0|^2 + 2h(\phi - \phi_0) \ast (P - P_0) + b |P - P_0|^2 \right]/2\Delta \right\} \quad (277)
\]

where
\[
\begin{align*}
a &= 2g\beta^{-2} \int_0^1 \frac{dt}{\sqrt{t}} = 2g\beta^{-2} t, \\
b &= 2g \int_0^1 e^{\beta t} dt = g\beta^{-1} (e^{\beta t} - 1), \\
h &= -2g\beta^{-1} \int_0^1 e^{\beta t} dt = -2g\beta^{-1} (e^{\beta t} - 1),
\end{align*}
\]

\[
\begin{align*}
a &= 2g\beta^{-2} \int_0^1 \frac{dt}{\sqrt{t}} = 2g\beta^{-2} t, \\
b &= 2g \int_0^1 e^{\beta t} dt = g\beta^{-1} (e^{\beta t} - 1), \\
h &= -2g\beta^{-1} \int_0^1 e^{\beta t} dt = -2g\beta^{-1} (e^{\beta t} - 1),
\end{align*}
\]

\[
\begin{align*}
a &= 2g\beta^{-2} \int_0^1 \frac{dt}{\sqrt{t}} = 2g\beta^{-2} t, \\
b &= 2g \int_0^1 e^{\beta t} dt = g\beta^{-1} (e^{\beta t} - 1), \\
h &= -2g\beta^{-1} \int_0^1 e^{\beta t} dt = -2g\beta^{-1} (e^{\beta t} - 1),
\end{align*}
\]
and
\[ \varrho - \varrho_0 = e^{\delta t}u - u_0; \quad P - P_0 = r + u/\beta - r_0 - u_0/\beta. \] (279)

In Eq. (279) \( r_0 \) and \( u_0 \) denote the position and velocity of the Brownian particle at time \( t = 0 \). Finally,
\[ W = \frac{e^{\delta t}}{8\pi^3\Delta t} \exp \left\{ -\frac{1}{2} \left[ a |\varrho - \varrho_0|^2 + 2h(\varrho - \varrho_0) \cdot (P - P_0) + b |P - P_0|^2 \right] / 2\Delta \right\}. \] (280)

We shall now verify that the foregoing solution for \( W \) obtained as the fundamental solution of Eq. (250) agrees with what we obtained in §2 through a discussion of the Langevin equation: With \( R \) and \( S \) as defined in Eqs. (181) we have
\[ \varrho - \varrho_0 = e^{\delta t}S; \quad P - P_0 = R + (1/\beta)S. \] (281)

Accordingly,
\[ a |\varrho - \varrho_0|^2 + 2h(\varrho - \varrho_0) \cdot (P - P_0) + b |P - P_0|^2 = a e^{2\delta t} |S|^2 + 2he^{2\delta t}(R \cdot S + (1/\beta) |S|^2) + b |R + (1/\beta)S|^2, \]
\[ = e^{2\delta t}(F |S|^2 - 2HR \cdot S + G |R|^2), \] (282)
where
\[ F = a + 2h\beta^{-1}e^{-\delta t} + \beta^{-2}e^{-2\delta t}; \quad G = b e^{-\delta t}; \quad H = -(he^{-\delta t} + \beta^{-1}e^{-2\delta t}). \] (283)

With \( a, b \) and \( h \) as given by Eqs. (278) we find that
\[ F = g_8^{-1}(2\beta t - 3 + 4e^{-\delta t} - e^{-2\delta t}); \quad G = g_8^{-1}(1 - e^{-\delta t}); \quad H = g_8^{-2}(1 - e^{-\delta t}). \] (284)

Further,
\[ FG - H^2 = (ab - h^2)e^{-2\delta t} = \Delta e^{-2\delta t}. \] (285)

Thus the solution (280) can be expressed alternatively in the form
\[ W = \frac{1}{8\pi^3(FG - H^2)\Delta t} \exp \left\{ -(F |S|^2 - 2HR \cdot S + G |R|^2) / 2(FG - H^2) \right\}. \] (286)

Comparing Eqs. (284) and (286) with Eqs. (178), (182) and (183) we see that the verification is complete.

(iv) The Solution of Equation (249) for the Case of a Harmonically Bound Particle

The method of solution is sufficiently illustrated by considering the case of a one-dimensional oscillator describing Brownian motion. Equation (249) then reduces to
\[ \frac{\partial W}{\partial t} + u \frac{\partial W}{\partial x} - \omega^2 x \frac{\partial W}{\partial u} = \beta u - W + \frac{\partial^2 W}{\partial u^2}. \] (287)

As in our discussion in the two preceding sections we introduce as variables two first integrals of the associated subsidiary system:
\[ dx/dt = u; \quad du/dt = -\beta u - \omega^2 x. \] (288)

Two independent first integrals of Eqs. (288) are readily seen to be
\[ (xu_1 - u) \exp (-\mu_1 t) \quad \text{and} \quad (xu_2 - u) \exp (-\mu_2 t) \] (289)
where \( \mu_1 \) and \( \mu_2 \) have the same meanings as in §3 [cf. Eqs. (189) and (190)]. Accordingly we set
\[ \xi = (xu_1 - u) \exp (-\mu_1 t); \quad \eta = (xu_2 - u) \exp (-\mu_2 t). \] (290)

In these variables Eq (287) becomes
\[
\frac{\partial W}{\partial t} = \beta W + q \left( \exp \left( -2\mu t \right) \frac{\partial^2 W}{\partial \xi^2} + 2 \exp \left( -\left( \mu_1 + \mu_2 \right)t \right) \frac{\partial^2 W}{\partial \xi \partial \eta} + \exp \left( -2\mu t \right) \frac{\partial^2 W}{\partial \eta^2} \right). \tag{291}
\]

Introducing the further transformation
\[
W = \chi e^{\beta t}, \tag{292}
\]
we finally obtain
\[
\frac{\partial \chi}{\partial t} = q \left( \exp \left( -2\mu t \right) \frac{\partial^2 \chi}{\partial \xi^2} + 2 \exp \left[ -\left( \mu_1 + \mu_2 \right)t \right] \frac{\partial^2 \chi}{\partial \xi \partial \eta} + \exp \left( -2\mu t \right) \frac{\partial^2 \chi}{\partial \eta^2} \right). \tag{293}
\]

This equation is of the same form as Eq. (261) in lemma II. Hence the solution of this equation which tends to \(\delta(\xi - \xi_0)\delta(\eta - \eta_0)\) as \(t \to 0\) is
\[
\chi = \frac{1}{2\pi \Delta^2} \exp \left\{ -\left[ a(\xi - \xi_0)^2 + b(\xi - \xi_0)(\eta - \eta_0) + b(\eta - \eta_0)^2 \right] / 2\Delta \right\}, \tag{294}
\]
where
\[
a = 2q \int_0^t \exp \left( -2\mu s \right) ds = \frac{q}{\mu_1} \left[ 1 - \exp \left( -2\mu t \right) \right],
\]
\[
b = 2q \int_0^t \exp \left( -2\mu s \right) ds = \frac{q}{\mu_2} \left[ 1 - \exp \left( -2\mu t \right) \right],
\]
\[
h = -2q \int_0^t \exp \left[ -\left( \mu_1 + \mu_2 \right)s \right] ds = -\frac{2q}{\mu_1 + \mu_2} \left[ 1 - \exp \left[ -\left( \mu_1 + \mu_2 \right)t \right] \right]. \tag{295}
\]

Further,
\[
\xi_0 = x_0 + \mu_1 t; \quad \eta_0 = x_0 + \mu_2 t, \tag{296}
\]
where \(x_0\) and \(u_0\) denote the position and velocity of the particle at time \(t = 0\). It is again verified that the solution
\[
W = \frac{e^{\beta t}}{2\pi \Delta^2} \exp \left\{ -\left[ a(\xi - \xi_0)^2 + b(\xi - \xi_0)(\eta - \eta_0) + b(\eta - \eta_0)^2 \right] / 2\Delta \right\}, \tag{297}
\]
obtained as the fundamental solution of Eq. (287) is in agreement with the distributions obtained in §3 through a discussion of the Langevin equation.

\(v\) The General Case

Our discussion in the two preceding sections suggests that in dealing with Eq. (249) quite generally we may introduce as new variables six independent first integrals of the equations of motion
\[
\frac{dr}{dt} = u; \quad \frac{du}{dt} = -\beta u + K. \tag{298}
\]
These are the Lagrangian subsidiary equations of the linear first-order equation derived from (249) after ignoring the Laplacian term \(q\nabla^2 W\). If \(I_1, \cdots, I_6\) are six such integrals, we introduce
\[
I_1(r, u, t), \cdots, I_6(r, u, t) \tag{299}
\]
as the new independent variables. If we further set
\[
W = \chi e^{\beta t}, \tag{300}
\]
Eq. (249) will transform to
\[
\frac{\partial \chi}{\partial t} = q \left[ \nabla^2 \chi \right]_{I_1, \cdots, I_6}, \tag{301}
\]
where the Laplacian of \(\chi\) on the right-hand side has to be expressed in terms of the new variables \(I_1, \cdots, I_6\).
We shall thus be left with a general linear partial differential equation of the second order for $\chi$; and we seek a solution of this equation of the form

$$\chi = \frac{1}{8\pi^2 \Delta t} e^{-Q/\Delta t},$$  (302)

where $Q$ stands for a general homogeneous quadratic form in the six variables $I_1, \cdots, I_6$ with coefficients which are functions of time only. Further, in Eq. (302) $\Delta$ is the determinant of the matrix formed by the coefficients of the quadratic form. In this manner we can expect to solve the general problem.

(vi) The Differential Equation for the Displacement ($t \gg \beta^{-1}$). The Smoluchowski Equation

We have seen that all the physically significant questions concerning the motion of a free Brownian particle can be answered by solving Eq. (250) with appropriate boundary conditions. However, if we are interested only in time intervals very large compared to the "time of relaxation" $\beta^{-1}$ we can apply the method of the Fokker-Planck equation to configuration space ($r$) independently of the velocity space. For, according to Eq. (172), we may say that for a free Brownian particle, the transition probability that $r$ suffers an increment $\Delta r$ in time $\Delta \gg \beta^{-1}$ is given by

$$\psi(\Delta r) = \frac{1}{(4\pi D \Delta t)^{1/2}} \exp (-|\Delta r|^2/4D\Delta t),$$  (303)

where

$$D = q/\beta^2 = kT/m\beta.$$  (304)

Thus, again with the understanding that $\Delta \gg \beta^{-1}$ we can write [cf. Eq. (218) and the remarks following it]

$$w(r, t+\Delta t) = \int w(r-\Delta r, t)\psi(\Delta r)d(\Delta r).$$  (305)

Applying now to this equation the procedure that was followed in the derivation of the Fokker-Planck equation in the velocity space we readily obtain the "diffusion equation"

$$\partial w/\partial t = D \nabla^2 w.$$  (306)

That we should be led to the diffusion equation is not surprising since Eq. (303) implies that for time intervals $\Delta \gg \beta^{-1}$ the motion of the particle reduces to the elementary case of the problem of random flights (Chapter I, §4 case (c)) and the analysis of I §§ leading to Eq. (112) applies.

Equation (306) is valid for a free Brownian particle. To extend this result for the case when an external field is acting we start from Eq. (249) which is quite generally true in phase space. We first rewrite this equation in the form

$$\frac{\partial W}{\partial t} = \frac{1}{\beta} \left( \text{div} u - \frac{q}{\beta} \text{div} \sigma \right) \left( Wu - \frac{q}{\beta} \text{grad} u W - \frac{q}{\beta^2} \text{grad} W + \frac{q}{\beta^2} \text{div} W \right) + \text{div} \left( \frac{q}{\beta^2} \text{grad} W - \frac{K}{\beta} W \right).$$  (307)

We now integrate this equation along the straight line

$$r + u/\beta = \text{constant} = r_0,$$  (308)

from $u = -\infty$ to $+\infty$. We obtain

$$\frac{\partial}{\partial t} \int_{r+u_0^{-1} - r_0} Wdu = \int_{r+u_0^{-1} - r_0} \text{div} \left( \frac{q}{\beta^2} \text{grad} W - \frac{K}{\beta} W \right)du.$$  (309)
We shall now suppose that \( \mathbf{K}(r) \) does not change appreciably over distances of the order of \( (q/\beta)^1 \). Then, starting from an arbitrary initial distribution \( W(r, u, 0) \) at time \( t = 0 \) we should expect that a Maxwellian distribution of the velocities will be established at all points after time intervals \( \Delta t \gg \beta^{-1} \). Consequently, if we are not interested in time intervals of the order of \( \beta^{-1} \) we can write

\[
W(r, u, t) \approx \left( \frac{m}{2\pi kT} \right)^{\frac{1}{2}} \exp \left( -m|u|^2/2kT \right) w(r, t).
\]  
(310)

With these assumptions Eq. (309) becomes

\[
\frac{\partial w}{\partial t} \approx \nabla \cdot \left[ \frac{q}{\beta^2} \nabla w(r_0) - \frac{\mathbf{K}(r_0)}{\beta} w(r_0) \right].
\]  
(311)

The passage from Eqs. (309) to (311) is the result of our supposition that in the domain of \( u \) from which the dominant contribution to the integral on the right-hand side of Eq. (309) arises (namely, \( |u| \approx (kT/m)^{1/2} (q/\beta)^{1/2} \)) the variation of \( r \) (which is of the order \( |u|/\beta \approx (q/\beta)^{1/2} \)) is small compared to the distances in the configuration space in which \( \mathbf{K} \) and \( w \) change appreciably. The required generalization of Eq. (306) is therefore

\[
\frac{\partial w}{\partial t} = \nabla \cdot \left( \frac{q}{\beta^2} \nabla w - \frac{\mathbf{K}}{\beta} w \right).
\]  
(312)

Equation (312) is sometimes called Smoluchowski’s equation.

An immediate consequence of Eq. (312) may be noted. According to this equation a stationary diffusion current \( j \) obeys the law

\[
j = \beta^{-1} \mathbf{K} w - q\beta^{-2} \nabla w = \text{constant}.
\]  
(313)

If \( \mathbf{K} \) can be derived from a potential \( \mathcal{V} \) so that

\[
\mathbf{K} = -\nabla \mathcal{V}
\]  
(314)

Eq. (313) can be rewritten in the form

\[
j = -q\beta^{-2} \exp \left( -\beta \mathcal{V}/q \right) \nabla \left( w \exp \left( \beta \mathcal{V}/q \right) \right),
\]  
(315)

where it may be noted \( q/\beta = kT/m \). Integrating Eq. (315) between any two points \( A \) and \( B \) we obtain

\[
j \cdot \int_A^B \beta \exp \left( \beta \mathcal{V}/q \right) ds = \frac{kT}{m} w \exp \left( \beta \mathcal{V}/q \right) \bigg|_A^B,
\]  
(316)

an important equation, first derived by Kramers.

We may finally again draw attention to the fact that Eqs. (306) and (312) are valid only if we ignore effects which happen in time intervals of the order of \( \beta^{-1} \) and space intervals of the order of \( (q/\beta)^1 \); when such effects are of interest we should go back to Eqs. (249) or (250) which are rigorously valid in phase space.

(vii) General Remarks

So far we have only shown that the discussion based on Eq. (249) and its various special forms leads to results in agreement with those already derived on the basis of the Langevin equation. However, the special importance of the partial differential equations arises when further restrictions on the problem are imposed. For, these additional restrictions can also be expressed in the form of boundary conditions which the solutions will have to satisfy and the consequent reduction to a boundary value problem in partial differential equations provides a very direct method for obtaining
the necessary solutions. The alternative analysis based on the Langevin equation would in general be too involved.

Further examples of the use of the partial differential equations obtained in this section will be found in Chapters III and IV.

5. General Remarks

A general characteristic of the stochastic processes of the type considered in the preceding sections is that the increment in the velocity, $\Delta u$ which a particle suffers in a time $\Delta t$ long compared to the periods of the elementary fluctuations can be expressed as the sum of two distinct terms: a term $K\Delta t$ which represents the action of the external field of force, and a term $\delta u(\Delta t)$ which denotes a fluctuating quantity with a definite law of distribution. Thus

$$\Delta u = K\Delta t + \delta u(\Delta t);$$ (317)

the corresponding increment in the position, $\Delta r$ is given by

$$\Delta r = u\Delta t,$$ (318)

where $u$ is the instantaneous velocity of the particle.

When dealing with stochastic processes of the strictly Brownian motion type we further suppose that the term $\delta u(\Delta t)$ in Eq. (317) can in turn be decomposed into two parts: a part $-\beta u\Delta t$ representing the deceleration caused by the dynamical friction $-\beta u$ and a fluctuating part $B(\Delta t)$ which is really the vector sum of a very large number of very “minute” accelerations arising from collisions with individual molecules of the surrounding fluid:

$$\delta u(\Delta t) = -\beta u\Delta t + B(\Delta t).$$ (319)

It is this particular decomposition of $\delta u(\Delta t)$ that is peculiarly characteristic of stochastic processes of the Brownian type.

Concerning $B(\Delta t)$ in Eq. (319) we have supposed in §§2, 3, and 4 that it is governed by the distribution function [cf. Eqs. (144) and (145)]

$$w(B[\Delta t]) = \frac{1}{(4\pi q\Delta t)^{1/2}} \exp \left( -\frac{|B(\Delta t)|^2}{4q\Delta t} \right),$$ (320)

where

$$q = \beta kT/m.$$ (321)

In this choice of the distribution function for $B(\Delta t)$ we were guided by two considerations: First, that starting from any arbitrarily assigned distribution of the velocities we shall always be led to the Maxwellian distribution as $t \to \infty$ (or, alternatively that the Maxwellian distribution of the velocities is invariant to stochastic processes of the type considered); and second that during a time $\Delta t$ in which the position and the velocity of the particle will change by an “infinitesimal” amount of order $\Delta t$ the particle will in reality suffer an exceedingly large number of individual accelerations by collisions with the molecules of the surrounding fluid. This second consideration would suggest, from analogy with the simple case of the problem of random flights [Eq. (108)], a formula of the form (320). The particular value of $q$ (321) then follows from the first requirement.

Combining Eqs. (319) and (320) we obtain for the transition probability $\psi(u;\Delta u)$ for $u$ to suffer an increment $\delta u$ due to the Brownian forces only, the expression

$$\psi(u;\delta u) = \frac{1}{(4\pi q\Delta t)^{1/2}} \exp \left( -\frac{|\beta u\Delta t + \delta u|^2}{4q\Delta t} \right).$$ (322)

We shall now briefly re-examine the problem of continuous stochastic processes more generally
from the point of view of the invariance of the Maxwell-Boltzmann distribution

\[ W = \text{constant exp} \left\{ - \frac{m |u|^2 + 2mB(r)}{2kT} \right\}; \quad K = -\text{grad} B \quad (323) \]

to processes governed by Eqs. (317) and (318) only i.e., without making the further assumptions included in Eqs. (319)–(322).

Assuming, as we have done hitherto, that the stochastic process we are considering is of the Markoff type we can write the integral equation [cf. Eq. (241)]

\[ W(r, u, t + \Delta t) = \int \int W(r - \Delta r, u - \Delta u, t) \Psi(r - \Delta r, u - \Delta u; \Delta r, \Delta u)d(\Delta r)d(\Delta u). \quad (324) \]

According to Eqs. (318) we expect that [cf. Eq. (242)]

\[ \Psi(r, u; \Delta r, \Delta u) = \psi(r, u; \Delta u)\delta(\Delta x - u_1\Delta t)\delta(\Delta y - u_2\Delta t)\delta(\Delta z - u_3\Delta t). \quad (325) \]

Equation (324) becomes

\[ W(r, u, t + \Delta t) = \int \int W(r - u\Delta t, u - K\Delta t - \delta u, t)\psi(r - u\Delta t, u - K\Delta t - \delta u; K\Delta t + \delta u)d(\delta u), \quad (326) \]

where we have further substituted for \( \Delta u \) according to Eq. (317). Equation (326) can be written alternatively as

\[ W(r + u\Delta t, u + K\Delta t, t + \Delta t) = \int \int W(r, u - \delta u, t)\psi(r, u - \delta u; \delta u)d(\delta u). \quad (327) \]

Applying to this equation the same procedure as was adopted in the derivation of the Fokker-Planck and the generalized Liouville equations in §4, we readily find that [cf. Eq. (245)]

\[ \left\{ \frac{\partial W}{\partial t} + u \cdot \text{grad}_r W + K \cdot \text{grad}_u W \right\} \Delta t + O(\Delta t^2) = - \sum_i \frac{\partial}{\partial u_i} (W(\delta u_i)_m) + \frac{1}{2} \sum_i \frac{\partial^2}{\partial u_i^2} (W(\delta u_i)_m) \]

\[ + \sum_{i<j} \frac{\partial^2}{\partial u_i \partial u_j} (W(\delta u_i\delta u_j)_m) + O((\delta u_i\delta u_j)_m) \quad (328) \]

where \( \langle \delta u_i \rangle_m \) etc., denote the various moments of the transition probability \( \psi(r, u; \delta u) \).

We shall now suppose that

\[ \langle \delta u_i \rangle_m = \mu_i \Delta t + O(\Delta t^2); \quad \langle \delta u_i^2 \rangle_m = \mu_i \Delta t + O(\Delta t^2); \quad \langle \delta u_i\delta u_j \rangle_m = \mu_{ij} \Delta t + O(\Delta t^2), \quad (329) \]

and that all averages of quantities like \( \delta u_i\delta u_j\delta u_k \) are of order higher than one in \( \Delta t \). With this understanding we shall obtain from Eq. (328), on passing to the limit \( \Delta t = 0 \) the result

\[ \frac{\partial W}{\partial t} + u \cdot \text{grad}_r W + K \cdot \text{grad}_u W = - \sum_i \frac{\partial}{\partial u_i} (W_{\mu_i}) + \frac{1}{2} \sum_i \frac{\partial^2}{\partial u_i^2} (W_{\mu_i}) + \sum_{i<j} \frac{\partial^2}{\partial u_i \partial u_j} (W_{\mu_{ij}}). \quad (330) \]

We now require that the Maxwell-Boltzmann distribution (323) satisfy Eq. (330) identically. On substituting this distribution in Eq. (330) we find that the left-hand side of this equation vanishes and we are left with

\[ - \sum_i \frac{\partial}{\partial u_i} [\exp (-m |u|^2/2kT)_{\mu_i}] + \frac{1}{2} \sum_i \frac{\partial^2}{\partial u_i^2} [\exp (-m |u|^2/2kT)_{\mu_i}] \]

\[ + \sum_{i<j} \frac{\partial^2}{\partial u_i \partial u_j} [\exp (-m |u|^2/2kT)_{\mu_{ij}}] = 0. \quad (331) \]
Equation (331) is to be regarded as the general condition on the moments.

For the distribution (322)

\[ \mu_i = -\beta u_i; \quad \mu_{ii} = 2g = 2\beta kT/m; \quad \mu_{ij} = 0. \tag{332} \]

Also, the third and higher moments of \(du\) do not contain terms linear in \(\Delta t\).

We readily verify that with the \(\mu\)'s given by (332) we satisfy Eq. (331). It is not, however, to be expected that (332) represents the most general solution for the \(\mu\)'s which will satisfy Eq. (331). It would clearly be a matter of considerable interest to investigate Eq. (331) (or the generalization of this equation to include terms involving \(\mu_{ij}\), etc.,) with a view to establishing the nature of the restrictions on the \(\mu\)'s implied by Eq. (331). Such an investigation might lead to the discovery of new classes of Markoff processes which will leave the Maxwell-Boltzmann distribution invariant but which will not be of the classical Brownian motion type. It is not proposed to undertake this investigation in this article. We may, however, draw special attention to the fact that according to Eqs. (331) and (332), \(\beta\) can very well depend on the spatial coordinates (though \(g/\beta = kT/m\) must be a constant throughout the system). Thus, the generalized Liouville Eq. (249) and the Smoluchowski Eq. (312) are valid as they stand, also when \(\beta = \beta(\tau)\).

CHAPTER III

PROBABILITY AFTER-EFFECTS: COLLOID STATISTICS; THE SECOND LAW OF THERMODYNAMICS. THE THEORY OF COAGULATION, SEDIMENTATION, AND THE ESCAPE OVER POTENTIAL BARRIERS

In this chapter we shall consider certain problems in the theory of Brownian motion which require the more explicit introduction than we had occasion hitherto, of the notion of probability after-effects. The fundamental ideas underlying this notion have already been described in the introductory section where we have also seen that colloid statistics (or, more generally, the phenomenon of density fluctuations in a medium of constant average density) provides a very direct illustration of the problem. The theory of this phenomenon which has been developed along very general lines by Smoluchowski has found beautyful confirmation in the experiments of Svedberg, Westgren, and others. This theory of Smoluchowski in addition to providing a striking application of the principles of Brownian motion has also important applications to the elucidation of the statistical nature of the second law of thermodynamics. In view, therefore, of the fundamental character of Smoluchowski's theory we shall give a somewhat detailed account of it in this chapter (§§1–3). (In the later sections of this chapter we consider further miscellaneous applications of the theory of Brownian motion which have bearings on problems considered in Chapter IV.)


Consider a geometrically well-defined small element of volume \(v\) in a solution containing Brownian particles under conditions of diffusion equilibrium. (More generally, we may also consider \(v\) as an element in a very much larger volume containing a large number of particles in equilibrium.) Suppose now that we observe the number of particles contained in \(v\) systematically at constant intervals of time \(\tau\) apart. Then the frequency \(W(n)\) with which different numbers of particles will be observed in \(v\) will follow the Poisson distribution (see Appendix III),

\[ W(n) = e^{-\nu} \frac{\nu^n}{n!}, \tag{333} \]

where \(\nu\) denotes the average number of particles that will be contained in \(v\):

\[ \langle n \rangle_\nu = \sum_{n=0}^{\infty} nW(n) = e^{-\nu} \sum_{n=1}^{\infty} \frac{\nu^{n-1}}{(n-1)!} = \nu. \tag{334} \]

In other words, the number of particles that will be observed in \(v\) is subject to fluctuations and the different states of fluctuations (which, in this case, can be labelled by \(n\)) occur with definite frequencies.

According to Eq. (333) the mean square deviation \(\delta^2\) from the average value \(\nu\) is given by

\[ \delta^2 = \langle (n - \nu)^2 \rangle_\nu = \langle n^2 \rangle_\nu - \nu^2. \tag{335} \]
or, since
\[
\langle n^2 \rangle_n = \sum_{n=0}^{\infty} \frac{n^2}{n!} e^{-n} n^n
\]
\[
= e^{-\nu} \left\{ \nu \sum_{n=2}^{\infty} \frac{\nu^{n-2}}{(n-2)!} + \sum_{n=1}^{\infty} \frac{\nu^{n-1}}{(n-1)!} \right\}
\]
\[
= \nu^2 + \nu,
\]
we have
\[
\hat{s}^2 = \nu. \tag{337}
\]

It is seen that the frequency with which the different states of fluctuation \( n \) occur is independent of all physical parameters describing the particle (e.g., radius and density) and the surrounding fluid (e.g., viscosity). The situation is, however, completely changed when we consider the speed with which the different states of fluctuations follow each other in time. More specifically, consider the number of particles \( n \) and \( m \) contained in \( v \) at an interval of time \( \tau \) apart. We expect that the number \( m \) observed on the second occasion will be correlated with the number \( n \) observed on the first occasion. This correlation should be such, that as \( t \to 0 \) the result of the second observation can be predicted with certainty as \( n \), while as \( t \to \infty \) we shall observe on the second occasion numbers which will increasingly be distributed according to the Poisson distribution (333). For finite intervals of time \( \tau \) we can therefore ask for the transition probability \( W(n; m) \) that \( m \) particles will be counted in \( v \) after a time \( \tau \) from the instant when there was observed to be \( n \) particles in it.

In solving the problem stated toward the end of the preceding paragraph we shall make, following Smoluchowski, the two assumptions: (1) that the motions of the individual particles are not mutually influenced and are independent of each other and (2) that all positions in the element of volume considered have equal a priori probability. Under these circumstances we can expect to define a probability \( P \) that a particle somewhere inside \( v \) will have emerged from \( v \) during the time \( \tau \). The exact value of this probability after-effect factor \( P \) will depend on the precise circumstances of the problem including the geometry of the volume \( v \). In §2 we shall obtain the explicit formula for \( P \) when the motions of the individual particles are governed by the laws of Brownian motion [Eq. (380)]; and similarly in §3 we shall obtain the formula for \( P \) for the case when the particles describe linear trajectories [Eq. (413)]. Meantime, we shall continue the discussion of the speed of fluctuations on the assumption that the factor \( P \) as defined can be unambiguously evaluated depending, however, on circumstances.

It is clear that the required transition probability \( W(n; m) \) can be written down in an entirely elementary way if we know the probabilities with which particles enter and leave the element of volume. More precisely, let \( A_{i}^{(n)} \) denote the probability that starting from an initial situation in which there are \( n \) particles inside \( v \) some \( i \) particles will have emerged from it during \( \tau \); this probability of emergence of a certain number of particles will clearly depend on the initial number of particles inside \( v \). Similarly, let \( E_{i} \) denote the probability that \( i \) particles will have entered the element of volume \( v \) during \( \tau \). Since one of our principal assumptions is that the motions of the particles are not mutually influenced, the probability of entrance of a certain number of particles cannot depend on the number already contained in it. We shall now obtain explicit expressions for these two probabilities in terms of \( P \).

The expression for \( A_{i}^{(n)} \) can be written down at once when we recall that this must be equal to the product of the probability \( P^{i} \) that some particular group of \( i \) particles leaves \( v \) during \( \tau \), the probability \( (1-P)^{n-i} \) that the remaining \((n-i)\) particles do not leave \( v \) during \( \tau \), and the number of distinct ways \( C_{n}^{i} \) of selecting \( i \) particles from the initial group of \( n \). Accordingly,
\[
A_{i}^{(n)} = C_{n}^{i} P^{i} (1-P)^{n-i} = \frac{n!}{i!(n-i)!} P^{i} (1-P)^{n-i}, \tag{338}
\]
which is a Bernoulli distribution.

To obtain the expression for \( E_{i} \) we first remark that this must equal the probability that \( i \) particles emerge from the element of volume \( v \) on an arbitrary occasion; since, under equilibrium conditions the a priori probabilities for the entrance and emergence of particles must be equal. Remembering further, that \( E_{i} \) is independent of the number of particles initially
contained in $v$, we clearly have

$$E_i = \langle A_i^{(n)} \rangle_v = \sum_{n=0}^{\infty} W(n)A_i^{(n)},$$  \hspace{1cm} (339)$$

where $W(n)$ is the probability that $v$ initially contained $n$ particles; $W(n)$ accordingly is given by (333). Combining Eqs. (333), (338), and (339) we therefore have

$$E_i = \sum_{n=0}^{\infty} \frac{e^{-\nu n}}{n!} \frac{n!}{i!(n-i)!} P^i (1-P)^{n-i},$$  

$$= \frac{e^{-\nu P}}{i!} \sum_{n=0}^{\infty} \frac{P^n (1-P)^{n-i}}{(n-i)!},$$  \hspace{1cm} (340)$$

Thus,

$$E_i = e^{-\nu P} (\nu P)^i / i!,$$  \hspace{1cm} (341)$$
in other words, a Poisson distribution with variance $\nu P$.

Using the formulae (338) and (341) for $A_i^{(n)}$ and $E_i$ we can at once write down the expression for the transition-probability $W(n; n+k)$ that there is an increase in the number of particles from $n$ to $n+k$. We clearly have

$$W(n; n+k) = \sum_{i=0}^{\infty} A_i^{(n)} E_{i+k},$$  \hspace{1cm} (342)$$

Similarly, for the transition probability $W(n; n-k)$ that there is a decrease in the number of particles from $n$ to $n-k$ we have

$$W(n; n-k) = \sum_{i=0}^{n-k} A_{n-k-i}^{(n)} E_i,$$  \hspace{1cm} (343)$$

From Eqs. (338), (341), (342), and (343) we therefore obtain

$$W(n; n+k) = e^{-\nu P} \sum_{i=0}^{\infty} C_i^P (1-P)^{n-i},$$  \hspace{1cm} (344)$$

and

$$W(n; n-k) = e^{-\nu P} \sum_{i=0}^{n-k} C_i^P (1-P)^{n-i},$$  \hspace{1cm} (345)$$

The foregoing expressions for the transition probabilities are due to Smoluchowski.

The formulae (344) and (345) in spite of their apparent complexity have in reality very simple structures. To see this we first introduce the Bernoulli and the Poisson distributions

$$w_1^{(n)}(x) = C_n^x (1-P)^x P^{n-x} \hspace{1cm} (0 \leq x \leq n),$$  \hspace{1cm} (346)$$

and

$$w_2^{(y)}(y) = e^{-\nu P} (\nu P)^y / y! \hspace{1cm} (0 \leq y < \infty).$$  \hspace{1cm} (347)$$

$w_1^{(n)}(x)$ is the probability that some $x$ particles remain in $v$ after a time $r$ when initially there were $n$ particles in it; similarly, $w_2^{(y)}(y)$ is the probability that $y$ particles enter $v$ in time $r$. In terms of the distributions (346) and (347) we can rewrite Eqs. (344) and (345) as

$$W(n; n+k) = \sum_{i=0}^{\infty} w_1^{(n)}(n-i) w_2^{(i+k)},$$  \hspace{1cm} (348)$$

and

$$W(n; n-k) = \sum_{i=0}^{n-k} w_1^{(n)}(n-i) w_2^{(i-k)},$$  \hspace{1cm} (349)$$

or, writing $m$ for $n+k$, respectively $n-k$, we see that both Eqs. (348) and (349) can be included in the single formula

$$W(n, m) = \sum_{x+y=m} w_1^{(n)}(x) w_2^{(y)}.$$  \hspace{1cm} (350)$$

In other words, the distribution $W(n, m)$ for a fixed value of $n$ is the "sum" of the two distributions (346) and (347). And, therefore, the mean and the mean square deviation for the distribution of $m$ according to (350) is the sum of the means and the mean square deviations of the component distributions (346) and (347) (see Appendix IV). Since [cf. Eqs. (334) and (335) and Appendix I Eq. (621) and (624)]

$$\langle x \rangle_n = n(1-P); \hspace{1cm} \langle (x-\langle x \rangle_n)^2 \rangle_n = nP(1-P),$$  \hspace{1cm} (351)$$

and

$$\langle y \rangle = \nu P; \hspace{1cm} \langle (y-\langle y \rangle)^2 \rangle_n = \nu P,$$  \hspace{1cm} (352)$$

we conclude that

$$\langle m \rangle_n = n(1-P) + \nu P,$$  \hspace{1cm} (353)$$

and

$$\langle (m-\langle m \rangle_n)^2 \rangle_n = nP(1-P) + \nu P.$$  \hspace{1cm} (354)$$

Let

$$\Delta = m - n.$$  \hspace{1cm} (355)$$

Then, according to Eqs. (354) and (355)

$$\langle \Delta \rangle_n = \langle m \rangle_n - n = (\nu - \langle m \rangle_n)P,$$  \hspace{1cm} (356)$$

and

$$\langle \Delta^2 \rangle_n = \langle (m-\langle m \rangle_n + (m-\langle m \rangle_n-n)^2 \rangle_n$$  \hspace{1cm} (357)$$

$$= \langle (m-\langle m \rangle_n)^2 \rangle_n + \langle (\langle m \rangle_n - n)^2 \rangle$$  \hspace{1cm} (357)$$

$$= nP(1-P) + \nu P + (\nu - n)^2 \nu P,$$  \hspace{1cm} (358)$$

or

$$\langle \Delta^2 \rangle_n = \nu P \left[ (\nu - n)^2 - n \right] + (n + \nu) P.$$  \hspace{1cm} (358)$$
It is seen that according to Eq. (356) the number of particles inside a changes, on the average, in the direction of making \( n \) approach its mean value, namely \( \nu \). In other words, the density fluctuations studied here in terms of a "microscopic" analysis of the stochastic motions of the individual particles are in complete agreement with the macroscopic theory of diffusion.

The quantities \( \langle \Delta n \rangle_m \) and \( \langle \Delta^2 n \rangle_m \) represent the mean and the mean square of the differences that are to be expected in the numbers observed on two occasions at an interval of time \( \tau \) apart when on the first occasion \( n \) particles were observed. If now, we further average \( \langle \Delta n \rangle_m \) and \( \langle \Delta^2 n \rangle_m \) over all values of \( n \) with the weight function \( W(n) \) we shall obtain the mean and the mean square of the differences in the numbers observed on consecutive occasions in a long sequence of observations made at constant intervals \( \tau \) apart. Thus [cf. Eq. (334)]

\[
\langle \Delta n \rangle_m = \langle \langle \Delta n \rangle_m \rangle_m = \langle n - \mu \rangle_m P = 0,
\]

(359)
a result which is to be expected. On the other hand [cf. Eq. (337)]

\[
\langle \Delta^2 n \rangle_m = \langle \langle \Delta^2 n \rangle_m \rangle_m
\]

\[
= P^2 \left[ \langle (n - \mu)^2 \rangle_m - \langle n \rangle_m \right] + \langle n + \nu \rangle_m P
\]

(360)
or

\[
\langle \Delta^2 n \rangle_m = 2\nu P.
\]

(361)

Equation (361) suggests a direct method for the experimental determination of the probability after-effect factor \( P \) from the simple evaluation of the mean square differences \( \langle \Delta^2 n \rangle_m \) from long sequences of observations of \( n \) (see §2 below). Further, according to Eq. (361)

\[
\langle \Delta^2 n \rangle_m = 2\nu \quad \text{when} \quad P = 1.
\]

(362)

This result is in agreement with what we should expect, since, when \( P = 1 \) there will be no correlation between the numbers that will be observed on two occasions at an interval \( \tau \) apart; \( \langle \Delta^2 n \rangle_m \) then simply becomes the mean square of the differences between two numbers each of which (without correlation) is governed by the same Poisson distribution; and, therefore [cf. Eqs. (333) and (336)],

\[
\langle \Delta^2 n \rangle_m = \langle (n - m)^2 \rangle_m = \langle n^2 \rangle_m + \langle m^2 \rangle_m - 2\langle n \rangle_m \langle m \rangle_m
\]

\[
= 2(\nu^2 + \nu) - 2\nu = 2\nu, \quad (P = 1).
\]

(363)

We shall now show how we can define the mean life and the average time of recurrence for a given state of fluctuation in terms of the transition probability \( W(n; n) \):

\[
W(n; n) = e^{-\nu P} \sum_{k=0}^{n} C_n^k \phi^{k}(1 - P)^{n-k} (\nu P)^k / k!,
\]

(364)

which gives the probability that \( n \) will be observed on two consecutive occasions. Accordingly, the probability \( \phi_n(k\tau) \) that the same number \( n \) will be observed on \( (k-1) \) consecutive occasions (at constant intervals \( \tau \) apart) and that on the \( k \)th occasion some number different from \( n \) will be observed is given by

\[
\phi_n(k\tau) = W^{k-1}(n; n)[1 - W(n; n)].
\]

(365)

On the other hand, in terms of \( \phi_n(k\tau) \) we can give a natural definition to the mean life to the state of fluctuation \( n \) by the equation

\[
T_n = \sum_{k=1}^{\infty} k\tau \phi_n(k\tau).
\]

(366)

Combining Eqs. (365) and (366) we obtain

\[
T_n = \tau[1 - W(n; n)] \sum_{k=1}^{\infty} k W^{k-1}(n; n).
\]

(367)

The infinite series in Eq. (367) is readily evaluated and we find

\[
T_n = \frac{\tau}{1 - W(n; n)}.
\]

(368)

In an analogous manner we can define the time of recurrence of the state \( n \) by the equation

\[
\Theta_n = \sum_{k=1}^{\infty} k\tau \psi_n(k\tau),
\]

(369)

where \( \psi_n(k\tau) \) denotes the probability that starting from an arbitrary state which is not \( n \) we shall observe on \( k - 1 \) successive occasions states which are not \( n \) and on the \( k \)th occasion observe the state \( n \). If

\[
W(Nn; Nn)
\]

(370)
denotes the probability that from an arbitrary state \( \neq n \) we shall have a transition to a state which is also \( \neq n \), then clearly

\[
\psi_n(k\tau) = W^{k-1}(Nn; Nn)[1 - W(Nn; Nn)].
\]

(371)
Substituting the foregoing expression for $\psi_n(kr)$ in Eq. (369) we obtain [cf. Eqs. (365) and (368)]

$$\Theta_n = \frac{\tau}{1 - W(Nn; Nn)}.$$  \hspace{1cm} (372)

We shall now obtain a formula for $W(Nn; Nn)$. First of all it is clear that

$$1 - W(Nn; Nn) = W(Nn; n).$$ \hspace{1cm} (373)

where $W(Nn; n)$ is the probability that from an arbitrary state $\neq n$ we shall have a transition to the state $n$. Now, under equilibrium conditions, the number of transitions from states $\neq n$ to the state $n$ must equal the number of transitions from the state $n$ to states $\neq n$; accordingly

$$[1 - W(n)]W(Nn; n) = W(n)[1 - W(n; n)],$$ \hspace{1cm} (374)

where $W(n)$ is given by Eq. (333). Hence,

$$W(Nn; n) = \frac{1 - W(n; n)}{W(n)}.$$ \hspace{1cm} (375)

Combining Eqs. (372), (373), and (375) we obtain

$$\Theta_n = \frac{\tau}{1 - W(n; n)}.$$

Finally, we may note that between $T_n$ and $\Theta_n$ we have the relation

$$\Theta_n = T_n \frac{1 - W(n)}{W(n)}.$$ \hspace{1cm} (377)

In the next section we shall give a brief account of the experiments of Svedberg and Westgren on colloid statistics which have provided complete confirmation of Smoluchowski's theory of density fluctuations which we have developed in this section. Also, the formulae for $T_n$ and $\Theta_n$ which we have derived have important applications to the elucidation of the second law of thermodynamics to which we shall return in §4.

2. Experimental Verification of Smoluchowski's Theory: Colloid Statistics

In the experiments of Svedberg, Westgren, and others on colloid statistics observations are made by means of an ultramicroscope on the numbers of particles in a well-defined element of volume in a colloidal solution. These observations, made systematically at constant intervals $\tau$ apart, are secured either by the use of intermittent illumination (Svedberg) or by counting on the ticks of a metronome (Westgren). The volumes in which the counts are made are defined either optically by illuminating only plane parallel layers several microns in thickness (Svedberg) or mechanically by having the solution under observation sealed between the objective of the microscope and a glass plate and observing with the help of a cardiod condenser (Westgren). The dimensions of the element of volume at right angles to the line of sight are defined directly by limiting the field of observation (see Figs. 3 and 4).

The colloidal particles describe Brownian motion and since the intervals of time we are normally interested in are never less than a few hundredths of a second we can suppose that the motions of the particles are governed by the diffusion equation [cf. Eqs. (133), (304), and (306)]

$$\frac{\partial w}{\partial t} = D \nabla^2 w;$$

$$D = \frac{q}{\beta} = \frac{kT}{m\beta} = \frac{kT}{6\pi a\eta}.$$  \hspace{1cm} (378)
For, according to our discussion in Chapter II, §§2 and 4 the validity of the diffusion equation requires that we only ignore what happens in time intervals of order $\beta^{-1}$ and for colloidal gold particles of radius $a = 50 \mu\mu$ this time of relaxation is of the order of $10^{-9} - 10^{-10}$ second.

From Eq. (378) we conclude that the probability of occurrence of a particle at $\mathbf{r}_2$ at time $t$ when it was at $\mathbf{r}_1$ at time $t=0$ is given by [cf. Eq. (172)]

$$
1 \frac{1}{(4\pi Dt)^{\frac{3}{2}}} \exp \left( -\frac{|\mathbf{r}_2 - \mathbf{r}_1|^2}{4Dt} \right). \quad (379)
$$

On this basis we can readily write down a general formula for the probability after-effect factor $P$ introduced in §1. For, by definition, $P$ denotes the probability that a particle somewhere inside the given element of volume $v$ (with uniform probability) at time $t=0$ will find itself outside of it at time $t=\tau$. Accordingly

$$
P = \frac{1}{(4\pi Dr)^{\frac{3}{2}}} \int v \int \exp \left( -\frac{|\mathbf{r}_1 - \mathbf{r}_2|^2}{4Dr} \right) d\mathbf{r}_1 d\mathbf{r}_2, \quad (380)
$$

where the integration over $\mathbf{r}_1$ is extended over all points in the interior of $v$ while that over $\mathbf{r}_2$ is extended over all points exterior to $v$. Alternatively, we can also write

$$
1 - P = \frac{1}{(4\pi Dr)^{\frac{3}{2}}} \int_{r_1 \in v} \int_{r_2 \in v} \exp \left( -\frac{|\mathbf{r}_1 - \mathbf{r}_2|^2}{4Dr} \right) d\mathbf{r}_1 d\mathbf{r}_2, \quad (381)
$$

where, now, the integrations over both $\mathbf{r}_1$ and $\mathbf{r}_2$ are extended over all points inside $v$ (indicated by the symbols $r_1 \in v$ and $r_2 \in v$).

We thus see that for any geometrically well-defined element of volume in a colloidal solution we can always evaluate, in principle, the probability after-effect factor $P$ in terms of the physical parameters of the problem, namely, the geometry of the volume $v$, the radius $a$ of the colloidal particles, and the coefficient of viscosity $\eta$ of the surrounding liquid. On the other hand, this factor $P$ can also be determined empirically from a direct evaluation of the mean square of the differences in the numbers of particles observed on consecutive occasions in a long sequence of observations made at constant intervals $\tau$ apart and using the formula [Eq. (361)]

$$
\langle \Delta r \rangle^2 = 2\tau P, \quad (382)
$$

where $\bar{r}$ is the average of all the numbers observed. A comparison of the predictions of the theory with the data of colloid statistics therefore becomes possible. Once $P$ has been determined [either theoretically according to Eq. (381) or empirically from Eq. (382)] we can predict the frequency of occurrence, $H(n, m)$, of the pair $(n, m)$ in the observed sequence of numbers. For, clearly:

$$
H(n, m) = W(n)W(n; m), \quad (383)
$$

where $W(n)$ is the frequency of occurrence of $n$ according to Eq. (333) and $W(n; m)$ is the transition probability from the state $n$ to the state $m$ according to Smoluchowski's formulae (344) and (345). Again a comparison between the predictions of the theory with the results of observations becomes possible.

Comparisons of the kind indicated in the preceding paragraph were first made by Smoluchowski himself who used for this purpose the data provided by Svedberg's experiments. However, later experiments by Westgren carried out with the expressed intention of verifying Smoluchowski's theory provide a more stringent comparison between the predictions of the theory and the results of observations. We shall therefore limit ourselves to describing the results of Westgren's experiments only.

Westgren conducted two series of experiments with the arrangements shown in Figs. 3 and 4. In the first of the two arrangements (Fig. 3) the particles under observation are confined to a long rectangular parallelepiped (see the shaded portions in Fig. 3). Under the conditions of this arrangement it is clear that the variation in the number of particles observed is predominantly due to diffusion at right angles to the lengthwise edge. Consequently, the formula for $P$ appropriate to this arrangement is [cf. Eq. (381)]

$$
1 - P = \frac{1}{h(4\pi Dr)^{\frac{3}{2}}} \int_0^A \int_0^h \exp \left[ -\frac{(x_1 - x_2)^2}{4Dr} \right] dx_1 dx_2, \quad (384)
$$

where $h$ denotes the width of the element of
volume under observation (see Fig. 3). Introducing $2(D\tau)^4$ as the unit of length, Eq. (384) becomes

$$1 - P = \frac{1}{\alpha \pi^4} \int_0^a \int_0^a \exp \left[-(\xi_1 - \xi_2)^2\right] d\xi_1 d\xi_2, \quad (385)$$

where we have written

$$\alpha = \frac{\hbar}{2(D\tau)^4}. \quad (386)$$

We readily verify that Eq. (385) is equivalent to

$$1 - P = \frac{2}{\alpha \pi^4} \int_0^a \int_0^{\xi_1} \int_0^{\xi_2} d\xi_1 d\eta \exp \left(-\eta^2\right), \quad (387)$$

or, after an integration by parts we find

$$P = 1 - \frac{2}{\pi} \int_0^a \exp \left(-\xi^2\right) d\xi \quad \frac{1}{\alpha \pi^4} [1 - \exp \left(-\alpha^2\right)]. \quad (388)$$

For the second of Westgren's arrangements

$$2 1 1 1 1 1 1 0 2 2 2 1 1 1 2 3 2 3 0 0 0 0 0 0 0 1 0 0 1 1 1 1 1 2 3 3 4 5 6$$

The foregoing counts were obtained with the first of the two experimental arrangements described with the following values for the various physical parameters:

$$h = 6.56 \mu; \quad D = 3.95 \times 10^{-4};$$
$$\tau = 1.39 \text{ sec.;} \quad a = 49.5 \mu \mu; \quad (393)$$
$$T = 290.0^\circ \text{K}; \quad \nu = 1.428.$$  

First of all, it is of interest to see how well the Poisson distribution (333) represents the observed frequencies of occurrence of the different values of $n$. Table III shows this comparison for the sequence of which (392) is an extract. It is seen that the representation is satisfactory. Also, the observed mean square deviation for this sequence is 1.35 while the value theoretically predicted is $\nu$ which is 1.43; again the agreement is satisfactory.

Turning next to questions relating to probability after-effects we may first note that each of the observed sequences can be used for several comparisons. For, by suitably selecting from a given sequence of sufficient length we can derive others with intervals between consecutive observations which are integral multiples of that characterizing the original sequence. Thus, by considering only the alternate numbers we obtain a new sequence in which the interval $\tau$ between two observations is twice that in the original sequence.

As we have already remarked, for any given sequence, we can compute theoretical values of $P$ in terms of the physical parameters of the problem according to Eq. (388) or (391) depending on the experimental arrangement used. For the same sequences, we can also, using Eq. (382), derive values of $P$ from the observed counts with intervals between consecutive observations which are integral multiples of that characterizing the original sequence.

The functions $e^{-r}I_n(r)$ are tabulated in Watson's Bessel functions (Cambridge, 1922), pp. 698–713.
from the respective values of the mean square differences \( \langle \Delta^2 \rangle_m \). In Tables IV and V we have made, following Westgren, the comparison between the values \( P \) derived in this manner for two typical cases. The agreement is satisfactory. The confirmation of the theory is shown in a particularly striking manner in Figs. 5 and 6 where a comparison is made between the observed and the theoretical values of \( P \) in its dependence on \( \tau \) for different values of \( h \) (or \( r_0 \)).

It is now seen that an analysis of the data of colloid statistics actually provides us with a means of determining the Avogadro’s constant \( N \). For, from the mean square difference \( \langle \Delta^2 \rangle_m \) and the mean value of \( n \) (namely \( \nu \)) we can determine \( P \). On the other hand, according to Eqs. (380) and (381) \( P \) is determined by the geometry of the volume \( \nu \) only, if the unit of length is chosen to be \( 2(Dr)^3 \). Hence, from the empirically determined value of \( P \) we can deduce a value for this unit of length. In other words, a determination of the diffusion coefficient \( D \) is possible. But [cf. Eq. (378)]

\[
D = kT/6\pi \eta = (R/N)(T/6\pi \eta) \tag{394}
\]

where \( R \) is the gas constant and \( N \) the Avogadro’s number. Thus \( N \) can be determined. With the second of his two arrangements Westgren has used this method to determine \( N \). As a mean of 50 determinations he finds \( N = 6.09 \times 10^{23} \) with a probable error of 5 percent; this is in very satisfactory agreement with other independent determinations.

Turning next to the frequency of occurrence \( H(n, m) \) of the pair of numbers \( (n, m) \) in a given sequence, we can predict this quantity according to Eq. (383); these predicted values can again be compared with those deduced directly from the counts. Such a comparison has also been made by Westgren whose results we give in Table VI.

Finally, we shall consider the experimental basis for the formulae (368) and (376) for the mean life and the average time of recurrence of a state of fluctuation. Using the counts of Svedberg, Smoluchowski has made a comparison between the values of \( T_n \) and \( \Theta_n \) derived empirically from these counts and those predicted by Eqs. (368) and (376). The results of this comparison are shown in Table VII.

The long average times of recurrence for the states of large \( n \) are to be particularly noted (see §4 below). These long times are, however, a direct consequence of the “improbable”
Table VI. The observed and the theoretical frequencies of occurrence of the pairs \((n, m)\) in a given sequence \((\gamma=1.428, P=0.374)\). In each case the top figure gives the observed number while the bottom figure (italicized), the number to be expected on the basis of Eq. (383).]

<table>
<thead>
<tr>
<th>n</th>
<th>m = 0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>210</td>
<td>126</td>
<td>35</td>
<td>7</td>
<td>0</td>
<td>1</td>
<td>—</td>
</tr>
<tr>
<td>1</td>
<td>119</td>
<td>221</td>
<td>32</td>
<td>6</td>
<td>1</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>2</td>
<td>119</td>
<td>262</td>
<td>122</td>
<td>31</td>
<td>5</td>
<td>1</td>
<td>—</td>
</tr>
<tr>
<td>3</td>
<td>138</td>
<td>27</td>
<td>108</td>
<td>63</td>
<td>16</td>
<td>3</td>
<td>—</td>
</tr>
<tr>
<td>4</td>
<td>102</td>
<td>20</td>
<td>76</td>
<td>38</td>
<td>24</td>
<td>6</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>6</td>
<td>31</td>
<td>63</td>
<td>56</td>
<td>22</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>2</td>
<td>2</td>
<td>14</td>
<td>22</td>
<td>13</td>
<td>11</td>
<td>3</td>
</tr>
<tr>
<td>7</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>15</td>
<td>22</td>
<td>15</td>
<td>6</td>
</tr>
<tr>
<td>8</td>
<td>—</td>
<td>0</td>
<td>2</td>
<td>10</td>
<td>10</td>
<td>1</td>
<td>3</td>
</tr>
</tbody>
</table>

The nature of these states. For, according to Eq. (376)

\[
\Theta_n \sim (\tau/W(n)) = (\epsilon\mu n!/\nu^n) \quad (n \gg \nu)
\]

which increases extremely rapidly for large values of \(n\). For example, the number 7 was recorded only once in Svedberg’s entire sequence of 518 counts; but the average time of recurrence for this state is $1105\tau$. Again, the number 17 (for instance) was never observed by Svedberg; and this is also understandable in view of the average time of recurrence for this state which is $\Theta_{17} \approx 10^{10} \tau$.

In concluding this discussion of the experimental verification of Smoluchowski’s theory, we may remark on the inner relationships that have been disclosed to exist between the phenomena of Brownian motion, diffusion, and fluctuations in molecular concentration. But what is perhaps of even greater significance is that we have here the first example of a case in which it has been possible to follow in all its details, both theoretically and experimentally, the transition between the macroscopically irreversible nature of diffusion and the microscopically reversible nature of molecular fluctuations. (These matters are further touched upon in §§3 and 4 below.)

3. Probability After-Effects for Continuous Observation

The theory of density fluctuations as developed in §1 is valid whenever the physical circumstances of the problem will permit us to introduce the probability after-effect factor \(P\).

It will be recalled that this factor \(P(\tau)\) is defined as the probability that a particle, initially, somewhere inside a given element of volume will emerge from it before the elapse of a time \(\tau\). And, as we have seen in §1, we can express all the significant facts related to the phenomenon of the speed of fluctuations in terms of this single factor \(P(\tau)\). But the theory as developed in §1 applies only when \(\tau\) is finite, i.e., for the case of intermittent observations. We shall now show how this theory can be generalized to include the case of continuous observations.

First of all, it is clear that we should expect

\[
P(\tau) \to 0 \quad \text{as} \quad \tau \to 0.
\]

Hence, according to Eq. (364),

\[
W(n; n) = e^{\tau P(n-1)} + O(P^2)
\]

or

\[
W(n; n) = 1 - (n+1)P(\tau) + O(P^2)
\]

\[(\tau \to 0; \quad P \to 0).\] (397)

From this expression for \(W(n; n)\) we can derive a formula for the probability \(\phi_n(t)\Delta t\) that the state \(n\) will continue to be under observation for a time \(t\) and that during \(t\) and \(t+\Delta t\) there will occur a transition to a state different from \(n\). For this purpose, we divide the interval \((0, t)\) into a very large number of subintervals of duration \(\Delta t\). Then, from the definition of \(\phi_n(t)\Delta t\) it follows that

\[
\phi_n(t)\Delta t = \left[ W(n; n) \right]^t\Delta t \left[ 1 - W(n; n) \right],
\]

or, using Eq. (398),

\[
\phi_n(t)\Delta t = \left[ 1 - (n+1)P(\Delta t) + O(P^2) \right]^t\Delta t \times (n+1)P(\Delta t).
\]

This last equation suggests that to obtain consistent results it would be necessary that

\[
P(\Delta t) = O(\Delta t) \quad (\Delta t \to 0).
\]

On general physical grounds, we may expect that this would in fact be the case. But it should not be concluded that Eq. (401) will be valid for any arbitrary idealization of the physical problem. For example, it is not true that \(P(\Delta t)\) is \(O(\Delta t)\) for
the case of Brownian motions idealized as a problem in pure diffusion as we have done in §2. For, according to Eq. (379)
\[ \langle |\mathbf{\Delta r}|^2 \rangle = 6D\Delta t; \]
and hence, for \( P \) defined as in Eq. (380)
\[ P = O[(\Delta t)^{1}] \quad (\Delta t \to 0), \]
contrary to Eq. (401). However, the reason for this disagreement is that the reduction of the problem of Brownian motions to one in diffusion can be achieved only when the intervals of time we are interested in are long compared to the time of relaxation \( \beta^{-1} \). When this ceases to be the case, as in the present context, Eq. (379) is no longer true and we should strictly use the general distribution derived in Chapter II, §2 [see Eq. (171)]. And, according to Eq. (175)
\[ \langle |\mathbf{\Delta r}|^2 \rangle = |\mathbf{u}_0|^2(\Delta t)^2, \quad (\Delta t \to 0). \]
On the basis of Eq. (404) we shall naturally be led to a formula for \( P \) consistent with (401) [see Eq. (413) below]. We shall therefore assume that
\[ P(\Delta t) = P_0\Delta t + O(\Delta t^2) \quad (\Delta t \to 0), \]
where \( P_0 \) is a constant.
Combining Eqs. (400) and (405) we have
\[ \phi_n(t)\Delta t = \left[ 1 - (n + \nu)P_0\Delta t + O(\Delta t^2) \right]^{n+\nu} \times (n + \nu)P_0\Delta t, \]
or, passing to the limit \( \Delta t = 0 \) we obtain
\[ \phi_n(t)dt = \exp \left[ - (n + \nu)P_0 \right] (n + \nu)P_0dt. \]
Equation (407) expresses a law of decay of a state of fluctuation quite analogous to the law of decay of radioactive substances.
According to Eq. (407), the mean life, \( T_n \), of the state \( n \) for continuous observation can be defined by
\[ T_n = \int_0^\infty t\phi_n(t)dt; \]
in other words
\[ T_n = 1/(n + \nu)P_0. \]
Equation (409) is our present analogue of the formula (368) valid for intermittent observations.

Again, as in §1, we can also define the average time of recurrence \( \Theta_\alpha = \langle P = 0.726; \nu = 1.55 \rangle \). \( T_n \) and \( \Theta_\alpha \) are expressed in units of \( \tau \).

<table>
<thead>
<tr>
<th>( n )</th>
<th>( T_n(\text{obs.}) )</th>
<th>( T_n(\text{calc.}) )</th>
<th>( \Theta_\alpha(\text{obs.}) )</th>
<th>( \Theta_\alpha(\text{calc.}) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1.67</td>
<td>1.47</td>
<td>6.08</td>
<td>5.54</td>
</tr>
<tr>
<td>1</td>
<td>1.50</td>
<td>1.55</td>
<td>3.13</td>
<td>3.16</td>
</tr>
<tr>
<td>2</td>
<td>1.37</td>
<td>1.38</td>
<td>4.11</td>
<td>4.03</td>
</tr>
<tr>
<td>3</td>
<td>1.25</td>
<td>1.23</td>
<td>7.85</td>
<td>8.07</td>
</tr>
<tr>
<td>4</td>
<td>1.23</td>
<td>1.12</td>
<td>18.6</td>
<td>20.9</td>
</tr>
</tbody>
</table>
Now, according to calculations familiar in the kinetic theory of gases, the number of molecules with velocities between \(|u|\) and \([u]+d|u|\) which strike unit area of any solid surface per unit time and in a direction with a solid angle \(d\Omega\) at an angle \(\theta\) with the normal to the surface is given by

\[
N(m/2\pi kT)^\frac{3}{2} \exp\left(-\frac{m|u|^2}{2kT}\right) \times |u|^4 \cos \theta d\theta d\Omega |u|, \quad (411)
\]

where \(N\) denotes the molecular concentration. Hence,

\[
P(\Delta t) = \Delta t \left(\frac{m}{2\pi kT}\right)^\frac{3}{2} \int_0^\infty \int_0^\pi \exp\left(-\frac{m|u|^2}{2kT}\right) \times |u|^4 \cos \theta d\theta d\Omega |u|, \quad (412)
\]

where \(\sigma\) is the total surface area of the element of volume \(v\). On evaluating the integrals in Eq. (412) we find that

\[
P(\Delta t) = (\sigma/v)(kT/2\pi m)^{\frac{3}{2}} \Delta t. \quad (413)
\]

Comparing this with Eq. (405) we conclude that for the case under consideration

\[
P_0 = (\sigma/v)(kT/2\pi m)^{\frac{3}{2}}. \quad (414)
\]

The formulae (409) and (410) for the mean life and the average time of recurrence now take the forms

\[
T_n = (v/\sigma(n+\nu))(2\pi m/kT)^{\frac{3}{2}}, \quad (415)
\]

and

\[
\Theta_n = (v/\sigma(n+\nu))(2\pi m/kT)^{\frac{3}{2}} \times \left(1 - W(n)/W(n)\right). \quad (416)
\]

The case of greatest interest arises when the average number of particles, \(v\), contained in \(v\) is a very large number and the values of \(n\) considered are relatively close to \(v\). Then, the Poisson distribution \(W(n)\) simplifies to (see Appendix III)

\[
W(n) = [1/(2\pi v)^{\frac{3}{2}}] \exp\left[-(n-v)^2/2v\right]. \quad (417)
\]

On this approximation, Eq. (416) becomes

\[
\Theta_n = \pi v \left(\frac{m}{\nu kT}\right)^{\frac{3}{2}} \times \exp\left[(n-v)^2/2v\right]. \quad (418)
\]

As an illustration of Eq. (418) we shall consider, following Smoluchowski, the average time of recurrence of a state of fluctuation in which the molecular concentration of oxygen in a sphere of air of radius \(a\) will differ from the average value by 1 percent. Table VIII gives \(\Theta_n\) for different values of \(a\).

<table>
<thead>
<tr>
<th>(a) (cm)</th>
<th>(10^{10})</th>
<th>(5 \times 10^{-8})</th>
<th>(3 \times 10^{-7})</th>
<th>(2.5 \times 10^{-6})</th>
<th>(1 \times 10^{-6})</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\Theta) (sec.)</td>
<td>(10^{11})</td>
<td>(10^6)</td>
<td>(10^4)</td>
<td>(1)</td>
<td>(10^{-11})</td>
</tr>
</tbody>
</table>

It is seen from Table VIII that under normal conditions, for volumes which are on the edge of visual perception even appreciable fluctuations in the molecular concentrations require such colossal average times of recurrence, that for all practical purposes the phenomenon of diffusion can be regarded as an irreversible process. On the other hand, for volumes which are just on the limit of microscopic vision, fluctuations in concentrations occur to such an extent and with such frequency that there can no longer be any question of irreversibility: under such conditions the notion of diffusion very largely loses its common meaning. For example, it would scarcely occur to one to illustrate the phenomenon of diffusion by the experiments of Svedberg and Westgren on colloid statistics though it is in fact true that on the average the results are in perfect accord with the principles of macroscopic diffusion [as is illustrated, for example, by Eq. (356) for \(\langle \Delta v \rangle / \nu\)]. We shall return to these questions in the following section.

4. On the Reversibility of Thermodynamically Irreversible Processes, the Recurrence of Improbable States, and the Limits of Validity of the Second Law of Thermodynamics

If we formulate the second law of thermodynamics in any of its conventional forms, as, for example, that "heat cannot of itself be transferred from a colder to a hotter body" or, that "arbitrarily near to any given state there exist states which are inaccessible to the initial state by adiabatic processes" (Carathéodory), or that "the entropy of a closed system must never decrease," we, at once, get into contradiction
with the kinetic molecular theory which demands the essential reversibility of all processes. Consequently, from the side of "dogmatic" thermodynamics two principal objections have been raised in the form of paradoxes and which are held to vitiate the entire outlook of the kinetic theory and statistical mechanics. We first state the two paradoxes.

(i) Loschmidt's Reversibility Paradox

Loschmidt first drew attention to the fact that in view of the essential symmetry of the laws of mechanics to the past and the future, all molecular processes must be reversible from the point of view of statistical mechanics. This is in apparent contradiction with the point of view held in thermodynamics that certain processes are irreversible.

(ii) Zermelo's Recurrence Paradox

There is a theorem in dynamics due to Poincaré which states that in a system of material particles under the influence of forces which depend only on the spatial coordinates, a given initial state must, in general, recur, not exactly, but to any desired degree of accuracy, infinitely often, provided the system always remains in the finite part of the phase space. (For a proof of this theorem see Appendix V.) In other words, the trajectory described by the representative point in the phase space has a "quasi-periodic" character in the sense that after a finite interval of time (which can be specified) the system will return to the initial state to any desired degree of accuracy. Basing on this theorem of Poincaré, Zermelo has argued that the notion of irreversibility fundamental to macroscopic thermodynamics is incompatible with the standpoint of the kinetic theory.

As is well known, Boltzmann has tried to resolve these paradoxes of Loschmidt and Zermelo by probability considerations of a general nature. Thus, on the strength of certain rough estimates (see Appendix VI), Boltzmann concludes that the period of one of Poincaré's cycles is so enormously long, even for a cubic centimeter of gas, that the recurrence of an initially improbable state (i.e., the reversal to a state of lower entropy) while not strictly impossible, is yet so highly improbable that during the times normally available for observation, the chance of witnessing a thermodynamically irreversible process is extremely small.

Though Boltzmann's arguments and conclusions are fundamentally sound there are certain unsatisfactory features in basing on the period of a Poincaré cycle. For one thing, the period of such a cycle depends on how nearly we (arbitrarily) require the initial state to recur. Again, Poincaré's theorem refers to the return of the representative point in the 6N-dimensional phase space (N denoting the number of particles in the system). Actually, in practice, we should treat two states of a gas as macroscopically distinct only if the numbers of molecules (considered indistinguishable) in the various limits of positions and velocities are different. Then, during a Poincaré cycle, the different macroscopically distinguishable states of the system will approximately recur a great many times. These recurrences of the different macroscopically distinct states, during a given Poincaré cycle, will be distributed very unequally among the states: thus, most of the recurrences will occur for the states of the system which are very close to what would be described as the thermodynamically "normal state." Moreover, it can also happen that during such a cycle, states deviating by arbitrarily large amounts from the normal state are assumed by the system. In other words, during a Poincaré cycle we shall pass through many improbable states and indeed with equal frequency both in the directions of increasing and decreasing entropy.

Thus, while we may accept Boltzmann's point of view as fundamentally correct, it would clearly add to our understanding of the whole problem if we can explicitly demonstrate in a given instance how in spite of the essential reversibility of all molecular phenomena, we nevertheless get the impression of irreversibility.

Now, as we have already remarked in the preceding sections, Smoluchowski's theory of fluctuations in molecular concentrations allows us to bridge the gap between the regions of the
macroscopically irreversible diffusion and the microscopically reversible fluctuations. Consequently, a further discussion of this problem will enable us to follow explicitly how in this particular instance the Loschmidt and the Zermelo paradoxes resolve themselves.

(a) The resolution of Loschmidt’s paradox.—Using Eqs. (333), (344), and (345) we readily verify that

\[ H(n, n+k) = W(n) W(n; n+k) = W(n+k) W(n; n) = H(n+k; n). \]  

(419)

The quantity on the left-hand side in the foregoing equation represents the frequency of occurrence of the numbers \( n \) and \( n+k \) on two successive occasions in a long sequence of observations; similarly, the quantity on the right-hand side gives the frequency of occurrence of the pair \( (n+k, n) \). It therefore follows that under equilibrium conditions, the probability, that in a given length of time we observe a transition from the state \( n \) to the state \( m \) is equal to the probability that (in an equal length of time) we observe a transition from the state \( m \) to the state \( n \). It is precisely the symmetry between the past and the future which guarantees this equality between \( H(n; m) \) and \( H(m; n) \). A glance at Table VI shows that this is amply confirmed by observations. [It may be further noted that, in accordance with Eq. (419) the numbers in italics on the opposite sides of the principal diagonal are equal.] All this, in fact, is, of course, in entire agreement with Loschmidt’s requirements.

On the other hand, it is also evident from Table VI, that after a relatively large number like 5, 6, or 7 a number much smaller, generally follows; in other words, the probability that a number \( n \gg \nu \) will further increase on the next observation is very small indeed. This circumstance illustrates how molecular concentrations differing appreciably from the average value will almost always tend to change in the direction indicated on the macroscopic notions concerning diffusion [cf. Eq. (356)]. This corresponds exactly to one of Boltzmann’s statements that the negative entropy curve almost always decreases from any point. However this may be, in course of time, an abnormal initial state will again recur as a consequence of fluctuations, and we shall now see how in spite of this possibility for recurrence, the apparently irreversible nature of the phenomenon comes into being.

(b) The resolution of Zermelo’s paradox.—Let us first consider the case of intermittent observations. As we have already remarked in §2, the number 17 never occurred in one of Svedberg’s sequences for which \( \nu \) had the value 1.55. But the average time of recurrence for this state [according to Eq. (376)] is \( 10^{19} \tau \); and since \( \tau = 1/39 \text{ min.} \), for the sequence considered, \( \Theta \sim 500,000 \text{ years} \). Hence, the diffusion from the state \( n = 17 \) will have all the appearances of an irreversible process simply because the average time of recurrence is so very long compared to the times during which the system is under observation.

Turning next to the case of continuous observations, we shall return to the example considered in §3. As we have seen (cf. Table VIII) the average time of recurrence of a state in which the number of molecules of oxygen contained in a sphere of radius \( a \gg 5 \times 10^{-4} \text{ cm} \) (and \( T = 300^\circ \text{K} \) and \( \nu = 3 \times 10^{10} \text{ cm}^{-3} \)) will differ from the average value by 1 percent is very long indeed (\( \Theta > 10^8 \text{ seconds} \)). The factor which is principally responsible for these large values for \( \Theta \) is the exponential factor in Eq. (418). Accordingly, we may say, very roughly, that the second law of thermodynamics is valid only for those diffusion processes in which the equalization of molecular concentrations which take place are by amounts appreciably greater than the root mean square relative fluctuation (namely, \( \langle [n - \nu]^2 \rangle / \nu^2 \rangle \). We have thus completely reconciled (at any rate, for the processes under discussion) the notion of irreversibility which is at the base of thermodynamics and the essential reversibility of all molecular phenomena demanded by statistical mechanics. This reconciliation has become possible only because we have been able to specify the limits of validity of the second law.

Quite generally, we may conclude with Smoluchowski that a process appears irreversible (or reversible) according as whether the initial state is characterized by a long (or short) average time of recurrence compared to the times during which the system is under observation.
5. The Effect of Gravity on the Brownian Motion: The Phenomenon of Sedimentation

The study of the effect of gravity on the Brownian motion provides an interesting illustration of the use to which Smoluchowski's equation [Eq. (312)]

\[(\partial w/\partial t) = \text{div} (q\beta^{-2} \text{grad} w - K\delta^{-2} w)\]  \hspace{1cm} (420)

can be put. In Eq. (420) \(K\) represents the acceleration caused by the external field of force. If the external field is that due to gravity, we can write

\[K_x = 0; \quad K_y = 0; \quad K_z = -(1 - (\rho_0/\rho))g,\]  \hspace{1cm} (421)

provided the coordinate system has been so chosen that the \(z\) axis is in the vertical direction. In Eq. (421), \(g\) denotes the value of gravity, \(\rho\) the density of the Brownian particle and \(\rho_0 (\leq \rho)\) that of the surrounding fluid. Hence, for the case (421), Eq. (420) becomes

\[(\partial w/\partial t) = (q/\beta^2)\delta \omega w + (1 - (\rho_0/\rho))(g/\beta)(\partial w/\partial z).\]  \hspace{1cm} (422)

It is seen that Eq. (422) is of the same general form as Eq. (126). Accordingly, we can interpret the phenomenon described by Eq. (422) as a process of diffusion in which the number of particles crossing elements of area normal to \(x, y,\) and \(z\) directions, per unit area and per unit time, are given, respectively, by [cf. Eq. (127)]

\[-D(\partial w/\partial x), \quad -D(\partial w/\partial y),\]  \hspace{1cm} (423)

and

\[-D(\partial w/\partial z) - cw,\]  \hspace{1cm} (424)

where

\[D = (q/\beta^2) = (kT/m\beta); \quad c = (1 - (\rho_0/\rho))(g/\beta).\]  \hspace{1cm} (425)

Thus, while the diffusion in the \((x, y)\) plane takes exactly as in the field free case, the situation in the \(z\) direction is modified. If we, therefore, limit ourselves to considering only the distribution in the \(z\) direction, of particles uniformly distributed in the \((x, y)\) plane, the appropriate differential equation is

\[\frac{\partial w}{\partial t} = D\frac{\partial^2 w}{\partial z^2} + c\frac{\partial w}{\partial z}\]  \hspace{1cm} (426)

Let us now suppose that the particle is initially at a height \(z_0\) measured from the bottom of the vessel containing the solution. Then, the probability of occurrence of the various values of \(z\) at later times will be governed by the solution of Eq. (426) which satisfies the boundary conditions

\[w \to \delta(z - z_0) \quad \text{as} \quad t \to 0, \quad D(\partial w/\partial z) + cw = 0 \quad \text{at} \quad z = 0 \quad \text{for all} \quad t > 0.\]  \hspace{1cm} (427)

The second of two foregoing boundary conditions arises from the requirement that no particle shall cross the plane \(z = 0\) representing the bottom of the vessel [cf. Eq. (424)].

To obtain the solution of Eq. (426) satisfying the boundary conditions (427), we first introduce the following transformation of the variable [cf. Eq. (128)]

\[w = U(z, t) \exp \left[ -\frac{c}{2D} (z - z_0) - \frac{c^2}{4D} t \right].\]  \hspace{1cm} (428)

Equation (426) reduces to the standard form

\[(\partial U/\partial t) = D(\partial^2 U/\partial z^2)\]  \hspace{1cm} (429)

while the boundary conditions (427) become
\[ U \rightarrow \delta(z-z_0) \quad \text{as} \quad t \to 0, \]
\[ D(\partial U/\partial z) + (1/2)c U = 0 \quad \text{at} \quad z = 0 \quad \text{for all} \quad t > 0. \]

(430)

Solving Eq. (429) with boundary conditions of the form (430) is a standard problem in the theory of heat conduction. We have

\[ U = \frac{1}{2(\pi Dt)^{1/4}} \exp \left[-(z-z_0)^2/4Dt\right] + \exp \left[-(z+z_0)^2/4Dt\right] \]
\[ +\frac{c}{2D(\pi Dt)^{1/4}} \int_{z_0}^{\infty} \exp \left[-\frac{(x+z_0)^2}{4Dt} + \frac{c(x-z_0)}{2D} \right] dx. \]

(431)

After some elementary transformations, Eq. (431) takes the form

\[ U = \frac{1}{2(\pi Dt)^{1/4}} \exp \left[-(z-z_0)^2/4Dt\right] + \exp \left[-(z+z_0)^2/4Dt\right] \]
\[ +\frac{c}{D\sqrt{\pi}} \exp \left[\frac{c^2t}{4D} - \frac{c(z+z_0)}{2D} \right] \int_{z_0}^{\infty} \exp \left(-x^2\right) dx. \]

(432)

Returning to the variable \( w \) we have [cf. Eq. (428)]

\[ w(t, z; z_0) = \frac{1}{2(\pi Dt)^{1/4}} \exp \left[-(z-z_0)^2/4Dt\right] + \exp \left[-(z+z_0)^2/4Dt\right] \]
\[ \times \exp \left[ -\frac{c}{2D}(z-z_0) - \frac{c^2t}{4D} \right] + \frac{c}{D\sqrt{\pi}} e^{-c^2t/4D} \int_{z_0}^{\infty} \exp \left(-x^2\right) dx \]

(433)

which is the required solution. In Fig. 7 we have illustrated according to Eq. (433) the distributions \( w(z, t; z_0) \) for a given value of \( z_0 \) and various values of \( t \).

If we suppose that at time \( t = 0 \) we have a large number of particles distributed uniformly in the plane \( z = z_0 \) then in the first instance diffusion takes place as in the field free case (curves 1 and 2). However, gravity makes itself felt very soon (curves 3, 4, and 5) and the maximum begins to be displaced to lower values of \( z \) with the velocity \( c \); at the same time, the maximum becomes flatter on account of the random motions experienced by the particles. Once the probability of finding
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particles near enough to the bottom of the vessel becomes appreciable, the curves again begin to rise upwards (curves 5 and 6) on account of the reflection which the particles suffer at \( z = 0 \); and, finally as \( t \to \infty \) we obtain the equilibrium distribution

\[
\psi(z, \infty \mid \mathbf{z}_0) = (c/D) e^{-ztD}.
\]  
(434)

Since [cf. Eq. (425)]

\[
(c/D) = (1 - \langle \theta_0 / \rho \rangle)(mg/kT),
\]  
(435)

we see that the equilibrium distribution (434) represents simply the law of isothermal atmospheres in its standard form.

The example we have just considered provides a further illustration of a case to which the conventional notions concerning entropy and the second law of thermodynamics cannot be applied. For the state of maximum entropy for the system consisting of the Brownian particles and the surrounding fluid, is that in which all the particles are at \( z = 0 \); and, on strict thermodynamical principles we should conclude that with the continued operation of dissipative forces like dynamical friction, the state of maximum entropy will be attained. But according to Eq. (434), as \( t \to \infty \) though the state of maximum entropy \( z = 0 \) has the maximum probability, it is not true that the average value of the height at which the particles will be found is also zero. Actually, for the equilibrium distribution (434), we have

\[
\langle z \rangle_\infty = (D/c) = (kT/mg)\langle \rho / (\rho - \rho_0) \rangle,
\]  
(436)

which is the height of the equivalent homogeneous atmosphere. Moreover, even if the particles were initially at \( z = 0 \), they will not continue to stay there. For, setting \( z_0 = 0 \) in Eq. (433) we find that

\[
\psi(z, t; 0) = \left( \frac{1}{(\pi D t)^{1/2}} \right) \exp \left[ -\frac{(z + ct)^2}{4Dt} \right] + (c/D) e^{-ztD} \int_{z=-\infty}^{z=\infty} \exp \left( -x^2 \right) dx.
\]  
(437)

Equation (437) shows that as \( t \to \infty \) we are again led to the equilibrium distribution (434) (see Fig. 8). Hence, the particles do a certain amount of mechanical work at the expense of the internal energy of the surrounding fluid; this is of course contrary to the strict interpretation of the second law of thermodynamics. The average work done in this manner is given by [if we use Eq. (436)]

\[
\langle A \rangle_\infty = m(1 - \langle \theta_0 / \rho \rangle) g \bar{z} = kT,
\]  
(438)

per particle. Hence, on the average there is a decrease in entropy of amount \( k \) per particle:

\[
\langle S \rangle_\infty = S_{\text{max}} - Nk,
\]  
(439)

where \( N \) denotes the number of Brownian particles. However, as Smoluchowski has pointed out, this work done at the expense of the internal energy of the surrounding fluid cannot be utilized to run a heat engine with an efficiency higher than that of the Carnot cycle.

We may further note that except for values of \( z \approx D/c \), a particle has a greater probability to descend than it has to ascend. As \( z \to 0 \) the converse is true. We may therefore say that the tendency for the entropy to increase (almost always) for particles at \( z \gg D/c \) is compensated by the tendency of the entropy to decrease for particles very near \( z = 0 \); so that, on the average, a steady state is maintained. Of course, we have a finite probability for particles, occasionally to ascend to very great heights; but in accordance with the conclusions of §4 we should expect that the average time of recurrence for such abnormal states must be very long indeed.

6. The Theory of Coagulation in Colloids

Smoluchowski discovered a very interesting application of the theory of Brownian motion in the phenomenon of coagulation exhibited by colloidal particles when an electrolyte is added to the
solution. Smoluchowski's theory of this phenomenon is based on a suggestion of Zsigmondy that coagulation results as a consequence of each colloidal particle being surrounded (on the addition of an electrolyte) by a sphere of influence of a certain radius $R$ such that the Brownian motion of a particle proceeds unaffected only so long as no other particle comes within its sphere of influence and that when the particles do come within a distance $R$ they stick to one another to form a single unit. We are not concerned here with the physico-chemical basis for Zsigmondy's suggestion except perhaps to remark that the spheres of influence are supposed to originate in the formation of electric double layers around each particle; we are here interested only in the application of the principles of Brownian motion which is possible on the acceptance of Zsigmondy's suggestion. However, we may formulate somewhat more explicitly the problem we wish to investigate:

We imagine that initially the colloidal solution contains only single particles all similar to one another and of the same spherical size. We now suppose that at time $t = 0$ an (appropriate) electrolyte is added to the solution in such a way that the resulting electrolytic concentration is uniform throughout the solution. The particles are now supposed to be all instantaneously surrounded by spheres of influence of radius $R$. From this instant onwards, each particle will continue to describe the original Brownian motion only so long as no other particle comes within its sphere of influence. Once two particles do approach to within this distance $R$ they will coalesce to form a "double particle." This double particle will also describe Brownian motion but at a reduced rate consequent to its increased size. This double particle will, in turn, continue to remain as such only so long as it does not come within the appropriate spheres of influence of a single or another double particle; when this happens we shall have the formation of a triple or a quadruple particle; and, so on. The continuation of this process will eventually lead to the total coagulation of all the colloidal particles into one single mass.

The problem we wish to solve is the specification of the concentrations $v_1, v_2, v_3, v_4, \ldots$, of single, double, triple, quadruple, etc., particles at time $t$ given that at time $t = 0$ there were $v_0(=v_1[0])$ single particles.

As a preliminary to the discussion of the general problem formulated in the preceding paragraph we shall first consider the following more elementary situation:

A particle, assumed fixed in space, is in a medium of infinite extent in which a number of similar Brownian particles are distributed uniformly at time $t = 0$. Further, if the stationary particle is assumed to be surrounded by a sphere of influence of radius $R$ what is the rate at which particles arrive on the sphere of radius $R$ surrounding the fixed particle?

We shall suppose that the stationary particle is at the origin of our system of coordinates. Then, in accordance with our definition of a sphere of influence, we can replace the surface $|r| = R$ by a perfect absorber [cf. I, §5, see particularly Eq. (115)]. We have therefore to seek a solution of the diffusion equation [cf. Eqs. (173) and (306)]

$$ (\partial w/\partial t) = D \nabla^2 w; \quad D = (q/\beta^3) = (kT/6\pi a \eta), $$

which satisfies the boundary conditions

$$ \begin{align*}
  w &= \nu = \text{constant, at} \quad t = 0, \quad \text{for} \quad |r| > R, \\
  w &= 0 \quad \text{at} \quad |r| = R \quad \text{for} \quad t > 0.
\end{align*} $$

(441)

In the first of the two foregoing boundary conditions $\nu$ denotes the average concentration of the particles exterior to $|r| = R$ at time $t = 0$.

Since $w$ can depend only on the distance $r$ from the center, the form of the diffusion equation (440) appropriate to this case is

$$ (\partial w/\partial r)(rw) = D(\partial^2 w/\partial r^2)(rw). $$

(442)

The solution of this equation satisfying the boundary conditions (441) is
\[ w = \left[ 1 - \frac{2R}{r} \int_{r}^{\infty} \frac{\exp(-x^2)}{\sqrt{\pi}} dx \right] . \]  

Equation (443) gives the rate at which particles describing Brownian motion will coalesce with a stationary particle surrounded by a sphere of influence of radius \( R \). Suppose, now, that the particle we have assumed to be stationary is also describing Brownian motion. What is the corresponding generalization of (444)? In considering this generalization we shall not suppose that the diffusion coefficients characterizing the two particles which coalesce to form a multiple particle are necessarily the same. Under these circumstances we have clearly to deal with the relative displacements of the two particles; and it can be readily shown that the relative displacements between two particles describing Brownian motions independently of each other and with the diffusion coefficients \( D_1 \) and \( D_2 \) also follows the laws of Brownian motion with the diffusion coefficient \( D_1 - D_1 + D_2 \). For, the probability that the relative displacement of two particles, initially together at \( t=0 \), lies between \( r \) and \( r + dr \) is clearly

\[
W(r) = \frac{dr}{(4\pi D_1)^{1/2}} \int_{-\infty}^{+\infty} \exp\left(-\frac{|r_1|^2}{4D_1} - \frac{|r_1+r|^2}{4D_2}\right) dr_1 
\]

or, as may be readily verified [cf. the remarks following Eq. (62)]

\[
W(r) = \left(1/(4\pi (D_1 + D_2))\right) \exp\left(-\frac{|r|^2}{4(D_1 + D_2)}\right). 
\]

On comparing this distribution of the relative displacements with the corresponding result for the individual displacements [see for example Eq. (172)] we conclude that the relative displacements do follow the laws of Brownian motion with the diffusion coefficient \( (D_1 + D_2) \).

Thus, the required generalization of Eq. (444) is

\[
4\pi (D_1 + D_2) R \left[ 1 + \frac{R}{\pi (D_1 + D_2)} \right] . 
\]

More generally, let us consider two sorts of particles with concentrations \( \nu_i \) and \( \nu_k \). Let the respective diffusion coefficients be \( D_i \) and \( D_k \). Further, let \( R_{ik} \) denote the distance to which two particles (one of each sort) may approach in order that they may coalesce to form a multiple particle. Then, the rate of formation of the multiple particles by the coagulation of the particles of the kind considered is clearly given by

\[
J_{ij}dt = 4\pi D_{ik} R_{ik} \nu_i \nu_k \left[ 1 + \frac{R_{ik}}{(\pi D_{ik})^{1/2}} \right] dt 
\]

where we have written

\[
R_{ik} = D_i + D_k. 
\]

In our further discussions, we shall ignore the second term in the parenthesis on the right-hand side of Eq. (447); this implies that we restrict ourselves to time intervals \( \Delta t \gg R^2/D \). In most cases of
practical interest, this is justifiable as $R^2/D \sim 10^{-3} - 10^{-4}$ second. With this understanding we can write

$$J_i = \frac{4\pi D_{ik} R_i v_i}{\nu_i} dt.$$  \hfill (450)

Using Eq. (450) we can now write down the fundamental differential equations which govern the variations of $v_1, v_2, \ldots, v_k, \ldots$ (of single, double, \ldots, $k$-fold, \ldots) particles with time.

Thus, considering the variation of the number of $k$-fold particles with time, we have in analogy with the equations of chemical kinetics

$$\frac{d\nu_k}{dt} = 4\pi \left( \frac{1}{2} \sum_{i+j=k} v_i v_j D_{ij} - \nu_k \sum_{j=1}^{\infty} v_j D_{kj} R_{kj} \right) \quad (k = 1, \ldots).$$  \hfill (451)

In this equation the first summation on the right-hand side represents the increase in $\nu_k$ due to the formation of $k$-fold particles by the coalescing of an $i$-fold and a $j$-fold particle (with $i+j = k$), while the second summation represents the decrease in $\nu_k$ due to the formation of $(k+j)$-fold particles in which one of the interacting particles is $k$-fold.

A general solution of the infinite system of Eq. (451) which will be valid under all circumstances does not seem feasible. But a special case considered by Smoluchowski appears sufficiently illustrative of the general solution.

First, concerning $R_{ik}$, the assumption is made that

$$R_{ik} = \frac{1}{2} (R_i + R_k),$$  \hfill (452)

where $R_i$ and $R_k$ are the radii of the spheres of influence of the $i$-fold and the $k$-fold particles. We can, if we choose, regard the assumption (452) as equivalent to Zsigmondy's suggestion concerning the basic cause of coagulation.

Again, according to Eq. (440), the diffusion coefficient is inversely proportional to the radius of the particle; and on the basis of experimental evidence it appears that the radii of the spheres of influence of various multiple particles are proportional to the radii of the respective particles. We therefore make the additional assumption that

$$D_i R_i = DR \quad (i = 1, \ldots),$$  \hfill (453)

where $D$ and $R$ denote, respectively, the diffusion coefficient and the radius of the sphere of influence of the single particles.

Combining Eqs. (449), (452), and (453) we have

$$D_{ik} R_{ik} = \frac{1}{2} (D_i + D_k) (R_i + R_k) = \frac{1}{2} D(R_i^{-1} + R_k^{-1}) (R_i + R_k) = \frac{1}{2} DR (R_i + R_k)^2 R_i^{-1} R_k^{-1}. \hfill (454)$$

Finally, for the sake of mathematical simplicity we make the (not very plausible) assumption that

$$R_i = R_k.$$  \hfill (455)

Thus, with all these assumptions

$$D_{ik} R_{ik} = 2DR.$$  \hfill (456)

In view of (456), Eq. (451) becomes

$$\frac{d\nu_k}{dt} = 8\pi DR \left( \frac{1}{2} \sum_{i+j=k} v_i v_j - \nu_k \sum_{j=1}^{\infty} v_j \right) \quad (k = 1, \ldots).$$  \hfill (457)

If we now let

$$\tau = 4\pi D R \tau,$$  \hfill (458)

Eq. (457) takes the more convenient form

$$\frac{d\nu_k}{d\tau} = \sum_{i+j=k} v_i v_j - 2\nu_k \sum_{j=1}^{\infty} v_j \quad (k = 1, \ldots).$$  \hfill (459)
From Eq. (459) we readily find that

\[
\frac{d}{dt} \left( \sum_{k=1}^{\infty} \nu_k \right) = \sum_{i=1}^{\infty} \sum_{j=1}^{\infty} \nu_i \nu_j - 2 \sum_{i=1}^{\infty} \sum_{j=1}^{\infty} \nu_i \nu_j,
\]

\[
= -\left( \sum_{k=1}^{\infty} \nu_k \right)^2,
\]

or,

\[
\sum_{k=1}^{\infty} \nu_k = \frac{\nu_0}{1 + \nu_0 \tau},
\]

(461)

remembering that at \( t = 0 \), \( \sum \nu_k = \nu_0 \).

Using the integral (461) we can successively obtain the solutions for \( \nu_1, \nu_2, \) etc. Thus, considering the equation for \( \nu_1 \) we have [cf. Eq. (459)]

\[
d\nu_1/dt = -2\nu_1 \sum_{k=1}^{\infty} \nu_k = -2\nu_1 \nu_0/(1 + \nu_0 \tau);
\]

(462)

in other words,

\[
\nu_1 = \frac{\nu_0}{(1 + \nu_0 \tau)^2},
\]

(463)

again using the boundary condition that \( \nu_1 = \nu_0 \) at \( t = 0 \). Proceeding in this manner we can prove (by induction) that

\[
\nu_k = \nu_0 \left[ (\nu_0 \tau)^{k-1}/(1 + \nu_0 \tau)^{k+1} \right] \quad (k = 1, 2, \ldots).
\]

(464)

In Fig. 9 we have illustrated the variations of \( \sum \nu_k, \nu_1, \nu_2, \ldots \) with time. We shall not go into the details of the comparison of the predictions of this theory with the data of observations. Such comparisons have been made by Zsigmondy and others and the general conclusion is that Smoluchowski's theory gives a fairly satisfactory account of the broad features of the coagulation phenomenon.

7. The Escape of Particles over Potential Barriers

As a final illustration of the application of the principles of Brownian motion we shall consider, following Kramers, the problem of the escape of particles over potential barriers. The solution to this problem has important bearings on a variety of physical, chemical, and astronomical problems.

The situation we have in view is the following:

Limiting ourselves for the sake of simplicity to a one-dimensional problem, we consider a particle moving in a potential field \( \Phi(x) \) of the type shown in Fig. 10; more generally, we may consider an
ensemble of particles moving in the potential field $\Phi(x)$ without any mutual interference. We suppose that the particles are initially caught in the potential hole at $A$. The general problem we wish to solve concerns the rate at which particles will escape over the potential barrier in consequence of Brownian motion.

In the most general form, the solution to the problem formulated in the foregoing paragraph is likely to be beset with considerable difficulties. But a special case of interest arises when the height of the potential barrier is large compared to the energy of the thermal motions:

$$mQ \gg kT. \quad (465)$$

Under these circumstances, the problem can be treated as one in which the conditions are quasi-stationary. More specifically, we may suppose that to a high degree of accuracy a Maxwell-Boltzmann distribution obtains in the neighborhood of $A$. But the equilibrium distribution will not obtain for all values of $x$. For, by assumption, the density of particles beyond $C$ is very small compared to the equilibrium values; and in consequence of this there will be a slow diffusion of particles (across $C$) tending to restore equilibrium conditions throughout. If the barrier were sufficiently high, this diffusion will take place as though stationary conditions prevailed.

Assuming first that we are interested only in time intervals that are long compared to the time of relaxation $\beta^{-1}$ we can use Smoluchowski’s Eq. (312). Under stationary conditions, Smoluchowski’s equation predicts a current density $j$ given by [cf. Eq. (316)]

$$j \cdot \int_{A}^{B} e^{\Phi(x)/kT} dx \approx \left(\frac{kT}{m}\right) w \Phi(x)/kT \bigg|_{A}^{B}, \quad (466)$$

where, in the integral on the right-hand side, the path of integration of $s$ from $A$ to $B$ is arbitrary. In our present case $\beta$ is a constant and, since further we are dealing with a one-dimensional problem, we can express Eq. (466) in the form

$$j = \frac{kT}{m\beta} \left[ w \Phi(x)/kT \bigg|_{A}^{B} \right]. \quad (467)$$

Now, the number of particles $v_{A}$ in the vicinity of $A$ can be calculated; for, in accordance with our earlier remarks we shall be justified in assuming that the Maxwell-Boltzmann distribution

$$d,v_{A} = w_{A} e^{-\Phi(x)/kT} dx \quad (468)$$

is valid in the neighborhood of $A$. If we now further suppose that

$$\Phi \approx \frac{1}{2} \omega_{A} x^{2} \quad (\omega_{A} = \text{constant}; x \approx 0), \quad (469)$$

we obtain from Eq. (468)

$$\nu_{A} = w_{A} \int_{-\infty}^{+\infty} \exp \left(-m\omega_{A} x^{2}/2kT\right) dx, \quad (470)$$

where the range of integration over $x$ has been extended from $-\infty$ to $+\infty$ in view of the fact that the main contribution to the integral for $\nu_{A}$ must arise only from a small region near $x = 0$. Hence,

$$\nu_{A} = \left(w_{A}/\omega_{A}\right) (2\pi kT/m)^{1/2}. \quad (47)$$

Returning to Eq. (467), we can write with sufficient accuracy [cf. Eq. (469)]:

$$j = \frac{kT}{m\beta} w_{A} \left( \int_{A}^{B} e^{\Phi(x)/kT} dx \right)^{-1}. \quad (47)$$
In writing Eq. (472) we have assumed that the density of particles near \( B \) is very small: this is true to begin with anyway.

From Eqs. (471) and (472) we directly obtain for the rate at which a particle, initially caught in the potential hole at \( A \), will escape over the barrier at \( C \), the expression

\[
P = \frac{\rho}{\nu_A} \left( \frac{kT}{\beta} \right) \frac{1}{\int_A^B e^{\omega Q/2T} dx}^{-1}. \tag{473}
\]

The principal contribution to the integral in the curly brackets in the foregoing equation arises from only a very small region near \( C \) [on account of the strong inequality (465)]. The value of the integral will therefore depend, very largely, only on the shape of the potential curve in the immediate neighborhood of \( C \). If we now suppose that near \( x = x_C \), \( \mathcal{B}(x) \) has a continuous curvature, we may write

\[
\mathcal{B} = Q - \frac{1}{2} \omega_C^2 (x - x_C)^2 \quad (\omega_C = \text{constant}; x \sim x_C). \tag{474}
\]

On this assumption, to a sufficient degree of accuracy we have

\[
\int_A^B e^{\omega Q/2T} dx \approx e^{\omega Q/2T} \int_{-\infty}^{+\infty} \exp \left\{ -m \omega_C^2 (x - x_C)^2 / 2kT \right\} dx,
\]

\[
= e^{\omega Q/2T} (2\pi kT/m \omega_C)^{1/2}. \tag{475}
\]

Combining Eqs. (473) and (475) we obtain

\[
P = (\omega_A \omega_C / 2\pi \beta) e^{-\omega Q/2T}, \tag{476}
\]

which gives the probability, per unit time, that a particle originally in the potential hole at \( A \), will escape to \( B \) crossing the barrier at \( C \).

The formula (476) has been derived on the basis of Eq. (467) and this implies, as we have already remarked, that we are ignoring effects which take place in intervals of the order \( \beta^{-1} \). Alternatively, we may say that the validity of Eq. (476) depends on how large the coefficient of dynamical friction \( \beta \) is: if \( \beta \) were sufficiently large, the formula (476) for \( P \) may be expected to provide an adequate approximation [see Eqs. (507) and (508) below]. On the other hand, if this should not be the case, we must, in accordance with our remarks in Chapter II, §4, subsection (vi), base our discussion of the generalized Liouville Eq. (249) in phase space; and in one dimension this equation has the form

\[
\frac{\partial W}{\partial t} + u \frac{\partial W}{\partial x} + K = \beta u \frac{\partial W}{\partial u} + \beta W + q \frac{\partial^2 W}{\partial u^2}, \tag{477}
\]

where it may be recalled that

\[
q = \beta(kT/m); \quad K = - (\partial \mathcal{B} / \partial x). \tag{478}
\]

In II, §5 we have shown that the Maxwell-Boltzmann distribution identically satisfies Eq. (249). Accordingly,

\[
W = C \exp \left\{ - m(u^2 - 2m \mathcal{B}) / 2kT \right\}, \tag{479}
\]

where \( C \) is a constant, satisfies Eq. (477). However, under the conditions of our problem the equilibrium distribution (479) cannot be valid for all values of \( x \); for, if it were, there would be no diffusion across the barrier at \( C \) and the conditions of the problem would not be met. On the other hand, we do expect the distribution (479) to be realized to a high degree of accuracy in the neighborhood of \( A \). We, therefore, look for a stationary solution of Eq. (477) of the form

\[
W = CF(x, u) \exp \left\{ - m(u^2 + 2\mathcal{B}) / 2kT \right\}, \tag{480}
\]
where \( F(x, u) \) is very nearly unity in the neighborhood of \( x = 0 \). Since we have further supposed that the density of particles in the region \( B \) is quite negligible, we should also require that \( F(x, u) \to 0 \) for values of \( x \) appreciably greater than \( x = x_C \). We may express these conditions formally in the form

\[
\begin{align*}
F(x, u) &= 1 \quad \text{at} \quad x \to 0, \\
F(x, u) &= 0 \quad \text{for} \quad x \gg x_C. 
\end{align*}
\]  

(481)

We shall now show how such a function \( F(x, u) \) can be determined.

First of all it is evident that for the purposes of determining the rate of escape of particles across the barrier at \( C \) it is particularly important to determine \( F \) accurately in this region. Assuming that in the vicinity of \( C \), \( \mathcal{B} \) has the form (474) and that stationary conditions prevail throughout, the equation for \( W \) in the neighborhood of \( x = x_C \) becomes [cf. Eq. (477)]:

\[
\frac{\partial W}{\partial X} + \alpha \frac{\partial^2 W}{\partial u^2} = \beta \frac{\partial W}{\partial u} + \gamma W + \delta W \tag{482}
\]

where for the sake of brevity, we have used

\[
X = x - x_C. \tag{483}
\]

According to Eqs. (474), (480), and (483) the appropriate form for \( W \) valid in the region \( C \), is

\[
W = Ce^{-\frac{\alpha}{\beta} X} F(X, u) \exp \left[ -m(u^2 - \omega_x^2 X^2)/2kT \right]. \tag{484}
\]

Substituting for \( W \) according to this equation in Eq. (482), we obtain

\[
\frac{\partial F}{\partial X} + \alpha \frac{\partial^2 F}{\partial u^2} = \beta \frac{\partial F}{\partial u} + \delta F \tag{485}
\]

It is seen that \( F = \text{constant} \) satisfies this equation identically: this solution corresponds of course to the equilibrium distribution. However, the solution of Eq. (485) which we are seeking must satisfy the boundary conditions [cf. Eq. (481)]

\[
\begin{align*}
F(X, u) &\to 1 \quad \text{as} \quad X \to -\infty, \\
F(X, u) &\to 0 \quad \text{as} \quad X \to +\infty. 
\end{align*}
\]  

(486)

Assume for \( F \) the form

\[
F = F(u - aX) = F(\xi) \quad \text{(say)}, \tag{487}
\]

where \( a \) is, for the present, an unspecified constant. Substituting this form of \( F \) in Eq. (485) we obtain

\[
-[(a - \beta)u - \omega_x^2 X] \frac{dF}{d\xi} = \frac{\partial F}{\partial \xi}. \tag{488}
\]

In order that Eq. (488) be consistent it is clearly necessary that [cf. Eq. (487)]

\[
[\omega_x^2/(a - \beta)] = a; \tag{489}
\]

and in this case Eq. (488) becomes

\[
-(a - \beta) \xi = \frac{dF}{d\xi}. \tag{490}
\]

Equation (490) is readily integrated to give

\[
F = F_0 \int_0^t \exp \left[ -(a - \beta) \xi^2 / 2q \right] d\xi, \tag{491}
\]

where \( F_0 \) is a constant. On the other hand, according to Eq. (489) \( a \) is the root of the equation
\[ a^2 - a\beta - \omega c^2 = 0; \]  
(492)

i.e.,
\[ a = (\beta/2) \pm (\beta^2/4] + \omega c^2)^{1/2}. \]
(493)

If we choose for \( a \) the positive root, then
\[ a - \beta = ([\beta^2/4] + \omega c^2)^{1/2} - (\beta/2) \]
(494)

is also positive, and as we shall show presently, the solution (491) leads to an \( F \) which satisfies the required boundary conditions (486). For, by choosing
\[ F_0 = \left( (a - \beta)/2\pi q \right)^{1/4}, \]
(495)

and setting the lower limit of integration in Eq. (491) as \(-\infty\) we obtain the solution
\[ F = \left( \frac{a - \beta}{2\pi q} \right)^{1/4} \int_{-\infty}^{t} \exp \left[ - (a - \beta) \xi^2/2q \right] d\xi, \]
(496)

which satisfies the conditions
\[ F \to 1 \quad \text{as} \quad \xi \to +\infty; \quad F \to 0 \quad \text{as} \quad \xi \to -\infty. \]
(497)

On the other hand, since \( \xi = u - aX \) and \( a = ([\beta/2]^2 + \omega c^2] + [\beta/2]) \) is positive, \( \xi \to +\infty \) or \( -\infty \) is the same as \( X \to -\infty \) or \( +\infty \); in other words, the solution (496) for \( F \) satisfies the necessary boundary conditions (486).

Combining Eqs. (484) and (496) we have, therefore, the solution
\[ W = C[(a - \beta)/2\pi q]^{1/4} \exp \left[ -m(u^2 - \omega a^2 X^2)/2kT \right] \int_{-\infty}^{t} \exp \left[ -(a - \beta) \xi^2/2q \right] d\xi. \]
(498)

Equation (498) is, of course, valid only in the neighborhood of \( C \).

In the vicinity of \( A \) we have the solution [cf. Eqs. (469) and (479)]
\[ W = C \exp \left[ -m(u^2 + \omega a^2 x^2)/2kT \right]. \]
(499)

Accordingly, the number of particles, \( \nu_A \), in the potential hole at \( A \) is given by
\[ \nu_A = C \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \exp \left[ -m(u^2 + \omega a^2 x^2)/2kT \right] dxdu, \]
\[ = C(2\pi kT/m\omega a). \]
(500)

(This equation will enable us to normalize the distribution in such a way so as to correspond to one particle in the potential hole: for this purpose we need only choose \( C = m\omega a/2\pi kT \).)

Now, the diffusion current across \( C \) is given by
\[ j = \int_{-\infty}^{+\infty} W(X = 0; u)udu, \]
(501)

or, using the solution (498), we have
\[ j = C[(a - \beta)/2\pi q]^{1/4} \int_{-\infty}^{+\infty} duu \exp \left( -mu^2/2kT \right) \int_{-\infty}^{+\infty} d\xi \exp \left[ -(a - \beta) \xi^2/2q \right]. \]
(502)

After an integration by parts, we find
\[ j = C[(a - \beta)/2\pi q]^{1/4}(kT/m)e^{-\alpha q/4T} \int_{-\infty}^{+\infty} \exp \left[ -u^2[m/2kT + (a - \beta)/2q] \right] du. \]
(503)
But [cf. Eq. (478)]

\[(m/2kT) + [(a - \beta)/2a] = (a/2a).\] (504)

From Eqs. (503) and (504) we now obtain

\[j = C(kT/m)[(a - \beta)/a]e^{-mq/kt}.\] (505)

Hence, the rate of escape of particles across C is given by

\[P = (j/\nu_A) = (\omega_A/2\pi)[(a - \beta)/a]e^{-mq/kt},\] (506)

or, substituting for \(a\) and \(a - \beta\) according to Eqs. (493) and (494), we find after some elementary reductions, that

\[P = (\omega_A/2\pi\omega_C)[(\beta/4 + \omega_C^2)\beta - \beta/2]e^{-mq/kt}.\] (507)

If 
\[\beta \gg 2\omega_C\] (508)

we readily verify that our present “exact” formula for \(P\) reduces to our earlier result (476) derived on the basis of the Smoluchowski equation. But (507) now provides in addition the precise condition for the approximate validity of (476). On the other hand, for \(\beta \to 0\) we have

\[P = (\omega_A/2\pi)e^{-mq/kt} \quad (\beta \to 0).\] (509)

This last formula for \(P\) valid in the limit of vanishing dynamical friction, corresponds to what is sometimes called the approximation of the transition-state method.

CHAPTER IV

PROBABILITY METHODS IN STELLAR DYNAMICS:
THE STATISTICS OF THE GRAVITATIONAL FIELD ARISING FROM A RANDOM DISTRIBUTION OF STARS

1. Fluctuations in the Force Acting on a Star;
   The Outline of the Statistical Method

One of the principal problems of stellar dynamics is concerned with the analysis of the nature of the force acting on a star which is a member of a stellar system. In a general way, it appears that we may broadly distinguish between the influence of the system as a whole and the influence of the immediate local neighborhood; the former will be a smoothly varying function of position and time while the latter will be subject to relatively rapid fluctuations (see below).

Considering first the influence of the system as a whole, it appears that we can express it in terms of the gravitational potential \(\mathcal{B}(r; t)\) derived from the density function \(n(r, M; t)\) which governs the average spatial distribution of the stars of different masses at time \(t\). Thus,

\[\mathcal{B}(r; t) = -G \int_{-\infty}^{+\infty} \int_0^\infty \frac{Mn(r_1, M; t)}{|r_1 - r|} dMd\Omega,\] (510)

where \(G\) denotes the constant of gravitation. The potential \(\mathcal{B}(r; t)\) derived in this manner may be said to represent the “smoothed out” distribution of matter in the stellar system. The force per unit mass acting on a star due to the “system as a whole” is therefore given by

\[K = -\text{grad } \mathcal{B}(r; t).\] (511)

However, the fluctuations in the complexion of the local stellar distribution will make the instantaneous force acting on a star deviate from the value given by Eq. (511). To elucidate the nature and origin of these fluctuations, we surround the star under consideration by an element of volume \(\sigma\), which we may suppose is small enough to contain, on the average, only a relatively few stars. The actual number of stars, which will be found in \(\sigma\) at any given instant, will not in general be the average number that will be expected to be in it, namely \(\sigma n\); it will be subject to fluctuations. These fluctuations will naturally be governed by a Poisson distribution with the variance \(\sigma n\) [see Eq. (333)]. It is in direct consequence of this changing complexion of the local stellar distribution that the influence of the near neighbors on a star is variable. The average period of such a fluctuation is readily estimated for the order of
magnitude of the time involved is evidently that required for two stars to separate by a distance equal to the average distance $D$ between the stars (see Appendix VII). We may, therefore, expect that the influence of the immediate neighborhood will fluctuate with an average period of the order of

$$T \approx \frac{D}{(\langle |V|^2 \rangle_{a1})^{1/2}}, \quad (512)$$

where $\langle |V|^2 \rangle_{a1}$ denotes the root mean square relative velocity between two stars.

In the neighborhood of the sun, $D \sim 3$ parsecs, $\langle |V|^2 \rangle_{a1} \sim 50$ km/sec. Hence

$$T \ 	ext{(near the sun)} \approx 6 \times 10^4 \text{ years}. \quad (513)$$

When we compare this time with the period of galactic rotation (which is about $2 \times 10^8$ years) we observe that in conformity with our earlier remarks, the fluctuations in the force acting on a star due to the changing local stellar distribution do occur with extreme rapidity compared to the rate at which any of the other physical parameters change. Accordingly we may write for the force per unit mass acting on a star, the expression

$$\mathbf{f} = K(r; t) + \mathbf{F}(t), \quad (514)$$

where $K$ is derived from the smoothed out distribution [as in Eqs. (510) and (511)] and $\mathbf{F}$ denotes the fluctuating force due to the near neighbors. Moreover, if $\Delta t$ denotes an interval of time long compared to (512), we may write

$$\mathbf{f}_{\Delta t} = K \Delta t + \mathbf{g}(t+\Delta t; t), \quad (515)$$

where

$$\mathbf{g}(t+\Delta t; t) = \int_0^{t+\Delta t} \mathbf{F}(\xi) \, d\xi \quad (\Delta t \gg T). \quad (516)$$

Under the circumstances stated (namely, $\Delta t \gg T$) the accelerations $\mathbf{g}(t+\Delta t; t)$ and $\mathbf{g}(t+2\Delta t; t+\Delta t)$ suffered during two successive intervals $(t+\Delta t, t)$ and $(t+2\Delta t, t+\Delta t)$ will not be expected to show any correlation. We may, therefore, anticipate the existence of a definite law of distribution which will govern the probability of occurrence of the different values of $\mathbf{g}(t+\Delta t; t)$. We thus see that the acceleration which a star suffers during an interval $\Delta t \gg T$ can be formally expressed as the sum of two terms: a systematic term $K \Delta t$ due to the action of the gravitational field of the smoothed out distribution, and a stochastic term $\mathbf{g}(t+\Delta t; t)$ representing the influence of the near neighbors. Stated in this fashion, we recognize the similarity to between our present problems in stellar dynamics and those in the theory of Brownian motion considered in Chapters II and III. One important difference should however be noted: Under our present circumstances it is possible, as we shall presently see, to undertake an analysis of the statistical properties of $\mathbf{F}(t)$ and $\mathbf{g}(t+\Delta t; t)$ based on first principles and without appealing to any "intuitive" or a priori considerations as in the discussions of Brownian motion [see the remarks at the end of II, §1 and also those following Eq. (318)].

We shall now outline a general method which appears suitable for analyzing the statistical properties of $\mathbf{F}$.

The force $\mathbf{F}$ acting on a star, per unit mass, is given by

$$\mathbf{F} = G \sum_i \frac{M_i}{|r_i|^2} r_i, \quad (517)$$

where $M_i$ denotes the mass of a typical "field" star and $r_i$ its position vector relative to the star under consideration; further, in Eq. (517) the summation is to be extended over all the neighboring stars. The actual value of $\mathbf{F}$ given by Eq. (517) at any particular instant of time will depend on the instantaneous complex of the local stellar distribution; it is in consequence subject to fluctuations. We can therefore ask only for the probability of occurrence,

$$W(\mathbf{F}) \, d\mathbf{F}_1 \, d\mathbf{F}_2 \, d\mathbf{F}_3 \, d\mathbf{F}_4 = W(\mathbf{F}) \, d\mathbf{F}, \quad (518)$$

of $\mathbf{F}$ in the range $\mathbf{F}$ and $\mathbf{F} + d\mathbf{F}$. In evaluating this probability distribution, we shall (consistent with the physical situations we have in view) suppose that fluctuations subject only to the restriction of a constant average density occur.

The probability distribution $W(\mathbf{F})$ of $\mathbf{F}$ can be obtained by a direct application of Markoff's method outlined in Chapter I, §3. We shall obtain the explicit form of this distribution (sometimes called the Holtsmark distribution) in §2 below, but we should draw attention, already at this stage, to the fact that the specification of $W(\mathbf{F})$ does not provide us with all the

---

$^4$ Cf. particularly Eq. (317) and Eq. (515) above.
necessary information concerning the fluctuating force $F$ for an equally important aspect of $F$ concerns the speed of fluctuations.

According to Eq. (517) the rate of change of $F$ with time is given by

$$
\frac{dF}{dt} = G \sum_i M_i \left( \frac{V_i}{|r_i|^3} - 3 \frac{(r_i \cdot V_i)}{|r_i|^4} \right),
$$

(519)

where $V_i$ denotes the velocity of a typical field star relative to the star under consideration. It is now clear that the speed of fluctuations in $F$ can be specified in terms of the bivariate distribution

$$W(F, f)
$$

(520)

which governs the probability of the simultaneous occurrence of prescribed values for both $F$ and $f$. It is seen that this distribution function $W(F, f)$ will depend on the assignment of a priori probability in the phase space in contrast to the distribution $W(F)$ of $F$ which depends only on a similar assignment in the configuration space. Again, it is possible by an application of Markoff’s method formally to write down a general expression for $W(F, f)$; but it does not appear feasible to obtain the required distribution function in an explicit form. However, as Chandrasekhar and von Neumann have shown, explicit formulae for all the first and the second moments of $f$ for a given $F$ can be obtained; and it appears possible to make some progress in the specification of the statistical properties of $F$ in terms of these moments.

2. The Holtsmark distribution $W(F)$

We shall now obtain the stationary distribution $W(F)$ of the force $F$ acting on a star, per unit mass, due to the gravitational attraction of the neighboring stars.

Without loss of generality we can suppose that the star under consideration is at the origin $O$ of our system of coordinates. About $O$ describe a sphere of radius $R$ and containing $N$ stars. In the first instance we shall suppose that

$$F = G \sum_{i=1}^{N} \frac{M_i}{|r_i|^3} = \sum_{i=1}^{N} F_i.
$$

(521)

But we shall subsequently let $R$ and $N$ tend to infinity simultaneously in such a way that

$$
(4/3) \pi R^3 n = N
$$

$$
(R \to \infty; N \to \infty; \ n = \text{constant}).
$$

(522)

This limiting process is permissible, in view of what we shall later show to be the case, namely, that the dominant contribution to $F$ is made by the nearest neighbor [cf. Eqs. (560) and (564) below]; consequently, the formal extrapolation to infinity of the density of stars obtaining only in a given region of a stellar system can hardly affect the results to any appreciable extent.

Considering first the distribution $W_N(F)$ at the center of a finite sphere of radius $R$ and containing $N$ stars, we seek the probability that

$$F_0 \leq F \leq F_0 + dF_0.
$$

(523)

Applying Markoff’s method to this problem we have [cf. Eqs. (51) and (52)]

$$W_N(F_0) = \frac{1}{8\pi^3} \int_{-\infty}^{+\infty} \exp (-i\phi \cdot F_0) A_N(\phi) d\phi,
$$

(524)

where

$$A_N(\phi) = \prod_{i=1}^{N} \int_{M_i=0}^{\infty} \int_{|r_i|=0}^{R} \exp (i\phi \cdot F_i)
$$

$$\times \tau_i(r_i, M_i) d\tau_i dM_i.
$$

(525)

In Eq. (525) $\tau_i(r_i, M_i)$ governs the probability of occurrence of the $i$th star at the position $r_i$ with a mass $M_i$. If we now suppose that only fluctuations which are compatible with a constant average density occur, then

$$\tau_i(r_i, M_i) = (3/4\pi R^3) \tau(M),
$$

(526)

where $\tau(M)$ now governs the frequency of occurrence of the different masses among the stars. With the assumption (526) concerning the $\tau_i$’s Eq. (525) reduces to

$$A_N(\phi) = \left[ \frac{3}{4\pi R^3} \int_{M=0}^{\infty} \int_{|r|=0}^{R} \exp (i\phi \cdot \phi)
$$

$$\times \tau(M) d\tau dM \right]^N,
$$

(527)

where we have written

$$\phi = GMr/|r|^3.
$$

(528)

We now let $R$ and $N$ tend to infinity according to Eq. (522). We thus obtain
\[ W(F) = \frac{1}{8\pi^3} \int_{-\infty}^{+\infty} \exp(-i\varphi \cdot F) A(\varphi) d\varphi, \tag{529} \]

where
\[ A(\varphi) = \lim_{R \to \infty} \left[ \frac{3}{4\pi R^3} \int_{M=0}^{R} \int_{|r|=0}^{R} \exp(i\varphi \cdot \phi) \times \tau(M) dM d\tau \right]^{1+R^2/n/3}. \tag{530} \]

Since,
\[ \frac{3}{4\pi R^3} \int_{M=0}^{R} \int_{|r|=0}^{R} \tau(M) dM d\tau = 1, \tag{531} \]
we can rewrite our expression for \( A(\varphi) \) in the form
\[ A(\varphi) = \lim_{R \to \infty} \left[ 1 - \frac{3}{4\pi R^3} \int_{M=0}^{R} \int_{|r|=0}^{R} \tau(M) \times [1 - \exp(i\varphi \cdot \phi)] dM d\tau \right]^{1+R^2/n/3}. \tag{532} \]

The integral over \( r \) which occurs in Eq. (532) is seen to be absolutely convergent when extended over all \( |r| \), i.e., also for \( |r| \to \infty \). We can accordingly write
\[ A(\varphi) = \lim_{R \to \infty} \left[ 1 - \frac{3}{4\pi R^3} \int_{M=0}^{R} \int_{|r|=0}^{R} \tau(M) \times [1 - \exp(i\varphi \cdot \phi)] dM d\tau \right]^{1+R^2/n/3}. \tag{533} \]

or
\[ A(\varphi) = \exp(-n C(\varphi)), \tag{534} \]

where
\[ C(\varphi) = \int_{M=0}^{R} \int_{|r|=0}^{R} \tau(M) [1 - \exp(i\varphi \cdot \phi)] dM d\tau. \tag{535} \]

In the integral defining \( C(\varphi) \) we shall introduce \( \psi \) as the variable of integration instead of \( r \). We readily verify that
\[ d\tau = -\frac{1}{2} (GM)^{3/2} |\psi|^{-9/2} d\phi. \tag{536} \]

Hence,
\[ C(\varphi) = \frac{1}{2} G^{3/2} \int_{M=0}^{R} dM M^{3/2} \tau(M) \int_{-\infty}^{+\infty} d\phi |\psi|^{-9/2} \times [1 - \exp(i\varphi \cdot \phi)], \tag{537} \]

or, in an obvious notation
\[ C(\varphi) = \frac{1}{2} G^{3/2} (M^{3/2}) \int_{-\infty}^{+\infty} [1 - \exp(i\varphi \cdot \psi)] \times |\phi|^{-9/2} d\phi. \tag{538} \]

The foregoing expression is clearly unaffected if we replace \( \psi \) by \(-\psi\). But this replacement changes \( \exp(i\varphi \cdot \psi) \) into \( \exp(-i\varphi \cdot \psi) \) under the integral sign; taking the arithmetic mean of the two resulting integrals, we obtain
\[ C(\varphi) = \frac{1}{2} G^{3/2} (M^{3/2}) \int_{-\infty}^{+\infty} [1 - \cos(\varphi \cdot \psi)] |\phi|^{-9/2} d\phi. \tag{539} \]

Choosing polar coordinates with the \( z \) axis in the direction of \( \varphi \) Eq. (539) can be transformed to
\[ C(\varphi) = \frac{1}{2} G^{3/2} (M^{3/2}) \int_{0}^{+\infty} \int_{-1}^{+1} \int_{0}^{2\pi} \times [1 - \cos(\varphi \cdot \psi)] |\phi|^{-9/2} d\phi d\psi dz, \tag{540} \]

or, introducing further the variable \( z = |\phi| |\psi| \), we have
\[ C(\varphi) = \frac{1}{2} G^{3/2} (M^{3/2}) \int_{0}^{+\infty} \int_{-1}^{+1} \int_{0}^{2\pi} [1 - \cos(\varphi \cdot \psi)] |\phi|^{-9/2} d\phi d\psi dz. \tag{541} \]

After performing the integrations over \( \omega \) and \( t \) we obtain
\[ C(\varphi) = 2\pi G^{3/2} (M^{3/2}) \int_{0}^{+\infty} \int_{-1}^{+1} \int_{0}^{2\pi} [1 - \cos(\varphi \cdot \psi)] |\phi|^{-9/2} d\phi d\psi dz \times \int_{0}^{+\infty} (z - \sin z) z^{-1/2} dz, \tag{542} \]

or after several integrations by parts
\[ C(\varphi) = \frac{16}{15} G^{3/2} (M^{3/2}) \int_{0}^{+\infty} \int_{-1}^{+1} \int_{0}^{2\pi} \cos z dz \times z^{-1/2} cos z dz, \tag{543} \]

Combining Eqs. (529), (534), and (543) we now obtain
\[ W(F) = \frac{1}{8\pi^3} \int_{-\infty}^{+\infty} \exp(-i\varphi \cdot F - a |\phi|^{3/2}) d\varphi, \tag{544} \]

where we have written
\[ a = (4/15) (2\pi G)^{3/2} (M^{3/2}) \alpha. \tag{545} \]

Using a frame of reference in which one of the principal axes is in the direction of \( F \) and chang-
ing to polar coordinates, the formula (544) for $W(F)$ can be reduced to

$$W(F) = \frac{1}{4\pi^3} \int_{-\infty}^{\infty} \int_{-1}^{1} \exp \left( -i|\theta| |F| |\theta| - a|\theta|^{3/2} \right) \times |\theta|^{5/2} d\theta d|\theta|.$$  

The integration over $t$ is readily effected, and we obtain

$$W(F) = \frac{1}{2\pi^2 |F|^{3/4}} \int_{0}^{\infty} \exp \left( -a|\theta|^{3/2} \right) \times |\theta| \sin \left( \frac{|\theta| |F| d|\theta|}{a} \right).$$  

If we now put

$$x = \frac{|\theta| |F|}{a},$$  

Eq. (547) becomes

$$W(F) = \frac{1}{2\pi^2 |F|^{3/4}} \int_{0}^{\infty} \exp \left( -ax^{3/2} / |F|^{3/2} \right) \times x \sin x dx.$$  

We can rewrite the foregoing formula for $W(F)$ more conveniently if we introduce the normal field $Q_H$ defined by

$$Q_H = a^{3/4} = \left( 4/15 \right)^{3/4} (2\pi G)(M^{3/2})^{3/4},$$  

$$= 2.6031 G(M^{3/2})^{3/4}.$$  

and express $|F|$ in terms of this unit:

$$|F| = \beta Q_H = \beta a^{3/4}.$$  

Equation (549) now takes the form

$$W(F) = H(\beta) / 4\pi a^3 \beta^2,$$  

where we have introduced the function $H(\beta)$ defined by

$$H(\beta) = \frac{2}{\pi \beta} \int_{0}^{\infty} \exp \left[ -\frac{x}{\beta} \right] x \sin x dx.$$  

Since,

$$W(|F|) = 4\pi |F|^{3/2} W(F),$$  

we obtain from Eqs. (551) and (552)

$$W(|F|) = H(\beta) / Q_H;$$  

accordingly $H(\beta)$ defines the probability distribution of $|F|$ when it is expressed in units of $Q_H$. The function $H(\beta)$ has been evaluated numerically and is tabulated in Table IX.

The asymptotic behavior of the distribution $W(|F|)$ can be obtained from the formulae:

$$H(\beta) = 4\beta^2 / 3\pi + O(\beta^4) \quad (\beta \to 0),$$  

and

$$H(\beta) = (15/8) / (2\pi)^{1/2} \beta^{1/2} + O(\beta^{-4}) \quad (\beta \to \infty).$$  

We find [cf. Eqs. (551) and (555)]

$$W(|F|) \sim (4/3\pi Q_H^3) |F|^2 \quad (|F| \to 0),$$  

and

$$W(|F|) \sim (15/8) / (2\pi)^{5/2} Q_H^{3/2} |F|^{-5/2} \quad (|F| \to \infty).$$  

Substituting for $Q_H$ from Eq. (550) in Eq. (559) we obtain

$$W(|F|) \sim 2\pi G^{3/2} (M^{3/2})^{3/4} |F|^{-5/2} \quad (|F| \to \infty).$$  

It is seen that while the frequency of occurrence of both the weak and the strong fields is quite small, it is only the fields of average intensity which have appreciable probabilities. In particular, the value of $|F|$ which has the maximum probability of occurrence is found to be (see Table IX) $\sim 1.6 Q_H$.

Equations (552) and (553) provide, of course, the exact formula for the distribution of $F$ for an ideally random distribution of stars. But an elementary treatment which leads to an approximate formula for $W(F)$ is of some interest and illuminates certain points in the theory. The treatment we refer to is based on the assumption that the force acting on a star is entirely due to its nearest neighbor.

Now, the law of distribution of the nearest neighbor is given by [see Appendix VII, Eq. (671)]

$$w(r)dr = \exp \left( -4\pi r^2 n / 3 \right) 4\pi r^2 n dr,$$  

and, since on the first neighbor approximation

$$|F| = GMr^{-2},$$  

we readily obtain the formula

$$W(|F|) d|F| = \exp \left[ -4\pi (GM)^{3/2} n / 3 |F|^{3/2} \right]$$

$$\times 2\pi (GM)^{3/2} n |F|^{-1/2} d|F|. $$  

(563)
According to the distribution (563)

\[ W(|F|) \sim 2\pi (GM)^{1/2} \frac{m'}{|F|^{5/2}} (|F| \to \infty), \quad (564) \]

which is seen to be in exact agreement with the formula (560) derived from the Holtsmark distribution (555). The physical meaning of this agreement, for \(|F| \to \infty\) in the results derived from an exact and an approximate treatment of the same problem, is simply that the highest fields are in reality produced only by the nearest neighbor. More generally, it is found that the two distributions (555) and (563) agree over most of the range of \(|F|\). Thus, the field which has the maximum frequency of occurrence on the basis of (563) is seen to differ from the corresponding value on the Holtsmark distribution by less than five percent. The region in which the two distributions (555) and (563) differ most markedly is when \(|F| \to 0\): on the Holtsmark distribution \(W(|F|)\) tends to zero as \(|F|^2\) while on the nearest neighbor approximation \(W(|F|)\) tends to zero as \((-\text{const.} \cdot |F|^{-1})\) [cf. Eqs. (558) and (564)]. However, the fact that the nearest neighbor approximation should be seriously in error for the weak fields is, of course, to be expected: for, a weak field arises from a more or less symmetrical, average, complexion of the stars around the one under consideration, and consequently \(F\) under these circumstances is the result of the action of several stars and not due to any one single star.

Finally, we may draw attention to one important difficulty in using the Holtsmark distribution for all values of \(|F|\): It predicts relatively too high probabilities for \(|F|\) as \(|F| \to \infty\). Thus, on the basis of the distribution (555), \((|F|^2)_{\infty}\) is divergent. [The same remark also applies to the distribution (564).] These relatively high probabilities for the high field strengths is a consequence of our assumption of complete randomness in stellar distribution for all elements of volume. It is, however, apparent that this assumption cannot be valid for the regions in the very immediate neighborhoods of the individual stars. For, if \(V\) denotes the relative velocity between two stars when separated by distances of the order of the average distance between the stars, the two stars cannot come closer together (on the approximation of linear trajectories) than a certain critical distance \(r(|V|)\) such that

\[ |V|^2/2 = [G(M_1 + M_2)/r(|V|)], \quad (565) \]

or

\[ r(|V|) = [2G(M_1 + M_2)/|V|^2]. \quad (566) \]

Otherwise the two stars should be strictly regarded as the components of a binary system and this is inconsistent with our original premises. This restriction therefore leads us to infer that departures from true randomness exist for \(r \sim r(|V|)\). However, under the conditions we normally encounter in stellar systems, \(r(|V|)\) is very small compared to the average distance between the stars. Thus, in our galaxy, in the general neighborhood of the sun, \(r(|V|) \sim 2 \times 10^{-8}\) parsec, and this is to be compared with an average distance between the stars of about three parsecs. Accordingly, we may expect the
Holtsmark distribution to be very close to the true distribution, except for the very highest values of \(|F|\). More particularly, the deviations from the Holtsmark distribution are to be expected for field strengths of the order of

\[
|F| \sim GM^2/\left[4\pi \langle |V|^2 \rangle \right]^{3/2}
\]

\[
\simeq (Mn^2/4GM(M_1 + M_2)^3)/4G(M_1 + M_2)^3. \quad (567)
\]

When \(|F|\) becomes much larger than the quantity on the right-hand side of Eq. (567), the true frequencies of occurrence will very rapidly tend to zero as compared to what would be expected on the Holtsmark distribution, namely (560).

A rigorous treatment of these deviations from the distribution (555) will require a reconsideration of the whole problem in phase space and is beyond the scope of the present investigation.

3. The Speed of Fluctuations in \(F\)

As we have already remarked the speed of fluctuations can be specified in terms of the distribution function \(W(F, f)\) which gives the simultaneous probability of a given field strength \(F\) and an associated rate of change of \(F\) of amount \(f\) [cf. Eqs. (517) and (519)]. The general expression for this probability distribution can be readily written down using Markoff’s method [I, §3, Eqs. (51), (52), and (53)]. We have [cf. Eqs. (529) and (530)]

\[
W(F, f) = \frac{1}{64\pi^4} \int_{|\mathbf{q}|=0}^{\infty} \int_{|\sigma|=0}^{\infty} \exp \left[-i\left(\mathbf{q} \cdot \mathbf{F} + \sigma \cdot \mathbf{f}\right)\right] A(\mathbf{q}, \sigma) d\mathbf{q} d\sigma, \quad (568)
\]

where

\[
A(\mathbf{q}, \sigma) = \lim_{R \to \infty} \left[ \frac{3}{4\pi R^3} \int_{|\mathbf{r}| < R} \int_{|V| < \infty} \exp \left[i(\sigma \cdot \mathbf{r} + \sigma \cdot \mathbf{V})\right] \tau d\mathbf{r} d\mathbf{V} dM \right]^{4\pi R^3 n/3}. \quad (569)
\]

In Eqs. (568) and (569) \(\mathbf{q}\) and \(\sigma\) are two auxiliary vectors, \(n\) denotes the number of stars per unit volume, and

\[
\mathbf{q} = GM \frac{r}{|r|^5}; \quad \mathbf{V} = GM \left(\frac{V}{|r|^5} - \frac{3(r \cdot \mathbf{V})}{|r|^3}\right). \quad (570)
\]

Further,

\[
\tau d\mathbf{V} dM = \tau(V; M) dV dM
\]

gives the probability that a star with a relative velocity in the range \((V, V + dV)\) and with a mass between \(M\) and \(M + dM\) will be found. It should also be noted that in writing down Eqs. (568) and (569) we have supposed (as in §2) that the fluctuations in the local stellar distribution which occur are subject only to the restriction of a constant average density.

Since

\[
\frac{3}{4\pi R^3} \int_{M=0}^{\infty} \int_{|\mathbf{r}| < R} \int_{|V| < \infty} \tau d\mathbf{r} d\mathbf{V} dM = 1, \quad (572)
\]

we can rewrite (569) as

\[
A(\mathbf{q}, \sigma) = \lim_{R \to \infty} \left[ 1 - \frac{3}{4\pi R^3} \int_{M=0}^{\infty} \int_{|\mathbf{r}| < R} \int_{|V| < \infty} \left(1 - \exp \left[i(\sigma \cdot \mathbf{r} + \sigma \cdot \mathbf{V})\right]\right) \tau d\mathbf{r} d\mathbf{V} dM \right]^{4\pi R^3 n/3}. \quad (573)
\]

The integral over \(r\) which occurs in Eq. (573) is seen to be conditionally convergent when extended over all \(|r|\), i.e., also for \(|r| \to \infty\). Hence, we can write

\[
A(\mathbf{q}, \sigma) = \lim_{R \to \infty} \left[ 1 - \frac{3}{4\pi R^3} \int_{M=0}^{\infty} \int_{|\mathbf{r}| = 0}^{\infty} \int_{|V| = 0}^{\infty} \left(1 - \exp \left[i(\sigma \cdot \mathbf{r} + \sigma \cdot \mathbf{V})\right]\right) \tau d\mathbf{r} d\mathbf{V} dM \right]^{4\pi R^3 n/3}, \quad (574)
\]

or

\[
A(\mathbf{q}, \sigma) = \exp \left[-nC(\mathbf{q}, \sigma)\right] \quad (575)
\]
where
\[
C(\varphi, \sigma) = \int_0^\infty \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \left[ 1 - \exp \left[ i(\sigma \cdot \hat{\phi} + \sigma \cdot \psi) \right] \right] r dr dV dM.  \tag{576}
\]

This formally solves the problem. It does not, however, appear that the integral representing \( C(\varphi, \sigma) \) can be evaluated explicitly in terms of any known functions. But if we are interested only in the moments of \( f \) for a given \( F \) and of \( F \) for a given \( f \) we need only the behavior of \( A(\varphi, \sigma) \) and, therefore, also of \( C(\varphi, \sigma) \) for \( |\sigma| \), respectively, \( |\varphi| \) tending to zero. For, considering the first and the second moments of the components \( f_\xi, f_\eta, \) and \( f_\zeta \) of \( f \) along three directions \( \xi, \eta, \) and \( \zeta \) at right angles to each other, we have
\[
W(F)(f_\mu) = \int_{f_\mu=0}^F W(F, f)f_\mu df \quad (\mu = \xi, \eta, \zeta),  \tag{577}
\]
and
\[
W(F)(f_\mu f_\nu) = \int_{f_\mu=0}^F \int_{f_\nu=0}^F W(F, f)f_\mu f_\nu df \quad (\mu, \nu = \xi, \eta, \zeta),  \tag{578}
\]
where \( W(F) \) denotes the distribution of \( F \) for which we have already obtained an explicit formula in §2. Substituting now for \( W(F, f) \) from Eq. (568) in the foregoing formulae for the moments we obtain
\[
W(F)(f_\mu) = \frac{1}{64\pi^4} \int_{f_\mu=0}^F \int_{|\sigma|=0}^\infty \int_{|\varphi|=0}^\infty \exp \left[ -i(\sigma \cdot \hat{F} + \sigma \cdot \hat{f}) \right] A(\varphi, \sigma)f_\mu d\sigma d\varphi df,  \tag{579}
\]
and
\[
W(F)(f_\mu f_\nu) = \frac{1}{64\pi^4} \int_{f_\mu=0}^F \int_{f_\nu=0}^F \int_{|\sigma|=0}^\infty \int_{|\varphi|=0}^\infty \exp \left[ -i(\sigma \cdot \hat{F} + \sigma \cdot \hat{f}) \right] A(\varphi, \sigma)f_\mu f_\nu d\sigma d\varphi df.  \tag{580}
\]
But
\[
\frac{1}{8\pi^2} \int_{f_\mu=0}^F \exp \left( -i\sigma \cdot \hat{f} \right) f_\mu df = \delta'(\sigma_1)\delta(\sigma_2),
\]
\[
\frac{1}{8\pi^2} \int_{f_\mu=0}^F \exp \left( -i\sigma \cdot \hat{f} \right) f\delta df = -\delta''(\sigma_1)\delta(\sigma_2),
\]
\[
\frac{1}{8\pi^2} \int_{f_\mu=0}^F \exp \left( -i\sigma \cdot \hat{f} \right) f\delta'' df = -\delta'(\sigma_1)\delta'\delta(\sigma_2),
\]
etc. In Eq. (581) \( \delta \) denotes Dirac’s \( \delta \)-function and \( \delta' \) and \( \delta'' \) its first and second derivatives; and remembering also that
\[
\int_{-\infty}^{\infty} f(x)\delta(x)dx = f(0); \quad \int_{-\infty}^{\infty} f(x)\delta'(x)dx = -f'(0); \quad \int_{-\infty}^{\infty} f(x)\delta''(x)dx = f''(0),  \tag{582}
\]
Eqs. (579) and (580) for the moments reduce to
\[
W(F)(f_\mu) = -\frac{i}{8\pi^4} \int_{|\sigma|=0}^\infty \exp \left( -i\sigma \cdot \hat{F} \right) \left[ \frac{\partial}{\partial \varphi} A(\varphi, \sigma) \right] d\varphi,  \tag{583}
\]
and
\[
W(F)(f_\mu f_\nu) = -\frac{1}{8\pi^4} \int_{|\sigma|=0}^\infty \exp \left( -i\sigma \cdot \hat{F} \right) \left[ \frac{\partial^2}{\partial \varphi \partial \sigma} A(\varphi, \sigma) \right] d\varphi.  \tag{584}
\]
We accordingly see that the first and the second moments of \( f \) can be evaluated from a series expansion of \( A(\varphi, \sigma) \) or of \( C(\varphi, \sigma) \) which is correct up to the second order in \( |\sigma| \). Such a series expa-
sion has been found by Chandrasekhar and von Neumann and, quoting their final result, we have

\[
C(\varphi, \sigma) = \frac{4}{15} (2\pi)^{4} G_{4}(M^{4})_{n} |\varphi|^{1} - \frac{2}{3} \pi G(\sigma_{1}(MV_{1})_{n} + \sigma_{2}(MV_{2})_{n} - 2\sigma_{3}(MV_{3})_{n})
+ \frac{3}{28} (2\pi)^{4} G_{4}(\varphi) |\varphi|^{-\frac{1}{2}} \left[ (5\varphi_{1}^{2} + 4\varphi_{2}^{2} - 2\varphi_{3}^{2})(MV_{1})_{n} + (4\varphi_{1}^{2} + 5\varphi_{2}^{2} - 2\varphi_{3}^{2})(MV_{2})_{n}
+ (4\varphi_{1}^{2} - 2\varphi_{2}^{2})(MV_{3})_{n} - 8\sigma_{3} \sigma_{1}(MV_{2}V_{3})_{n} - 8\sigma_{2} \sigma_{1}(MV_{3}V_{1})_{n}
+ 2\sigma_{1} \sigma_{2}(MV_{1}V_{2})_{n} \right] + O(|\sigma|^{2}) \quad (|\sigma| \to 0), \quad (585)
\]

where \( \langle \cdot \rangle_{n} \) indicates that the corresponding quantity has been averaged with the weight function \( \tau(V; M) \) [cf. Eq. (571)]; further, in Eq. (585) \( (\sigma_{1}, \sigma_{2}, \sigma_{3}) \) and \( (V_{1}, V_{2}, V_{3}) \) are the components of \( \sigma \) and \( V \) in a system of coordinates in which the \( z \) axis is in the direction of \( \varphi \).

In Eq. (585) \( V = (V_{1}, V_{2}, V_{3}) \) is of course the velocity of a field star relative to the one under consideration. If we now let \( u \) and \( v \) denote the velocities of the field star and the star under consideration in an appropriately chosen local standard of rest, then

\[
V = u - v. \quad (586)
\]

In their further discussion, Chandrasekhar and von Neumann introduce the assumption that the distribution of the velocities \( u \) among the stars is spherical, i.e., the distribution function \( \Psi(u) \) has the form

\[
\Psi(u) = \Psi(j^{2}(M)|u|^{2}), \quad (587)
\]

where \( \Psi \) is an arbitrary function of the argument specified and the parameter \( j \) (of the dimensions of \( [\text{velocity}]^{-1} \)) can be a function of the mass of the star. This assumption for the distribution of the peculiar velocities \( u \) implies that the probability function \( \tau(V; M) \) must be expressible as

\[
\tau(V; M) = \Psi(j^{2}(M)|u|^{2}) \chi(M), \quad (588)
\]

where \( \chi(M) \) governs the distribution over the different masses. For a function \( \tau \) of this form we clearly have

\[
(MV_{i})_{n} = -\langle MV_{i} \rangle_{n}; \quad \langle M^{4}V_{i}^{2} \rangle_{n} = \frac{1}{2} \langle M^{4} |u|^{2} \rangle_{n} + \langle M^{2}V_{i}^{2} \rangle_{n} \quad (i = 1, 2, 3),
\]

\[
(M^{4}V_{i}V_{j})_{n} = \langle M^{2}V_{i}V_{j} \rangle_{n} \quad (i, j = 1, 2, 3, i \neq j). \quad (589)
\]

Substituting these values in Eq. (577) we find after some minor reductions that

\[
C(\varphi, \sigma) = \frac{4}{15} (2\pi)^{4} G_{4}(M^{4})_{n} |\varphi|^{1} - \frac{2}{3} \pi G(\sigma_{1}(MV_{1})_{n} + \sigma_{2}(MV_{2})_{n} - 2\sigma_{3}(MV_{3})_{n})
+ \frac{3}{28} (2\pi)^{4} G_{4}(\varphi) |\varphi|^{-\frac{1}{2}} \left[ \sigma_{1}^{2}(5\varphi_{1}^{2} + 4\varphi_{2}^{2} - 2\varphi_{3}^{2}) + \sigma_{2}^{2}(5\varphi_{1}^{2} + 4\varphi_{2}^{2} - 2\varphi_{3}^{2})
+ \sigma_{3}^{2}(4\varphi_{1}^{2} - 2\varphi_{2}^{2}) + 2\sigma_{1}\sigma_{2}\varphi_{1}\varphi_{2} - 8\sigma_{2}\sigma_{1}\varphi_{1}\varphi_{3} - 8\sigma_{1}\sigma_{3}\varphi_{2}\varphi_{3} \right] + O(|\sigma|^{2}). \quad (590)
\]

With a series expansion of this form we can, as we have already remarked, evaluate all the first and the second moments of \( f \) for a given \( F \).

Considering first the moment of \( f \), Chandrasekhar and von Neumann find that

\[
\langle f \rangle_{n} = \left( \frac{dF}{dt} \right)_{F, v} = -\frac{2}{3} \pi G(\sigma_{1}nB \left( \frac{|F|}{Q} \right) \left( v - \frac{v \cdot F}{|F|^{2}} F \right), \quad (591)
\]
where $Q_H$ is the “normal field” introduced in §2 [Eqs. (550) and (551)] and

$$B(\beta) = 3 \left( \int_0^\beta \frac{H(\beta')d\beta}{\beta H(\beta)} \right) - 1. \quad (592)$$

We shall examine certain formal consequences of Eq. (592).

Multiplying Eq. (591) scalarly with $F$ we obtain

$$F \cdot \left( \frac{dF}{dt} \right)_{F, v} = \frac{4}{3} \pi G(\mathcal{M}) \mu n B \left( \frac{|F|}{Q_H} \right) (v \cdot F); \quad (593)$$

but

$$F \cdot \left( \frac{dF}{dt} \right)_{F, v} = |F| \left( \frac{d|F|}{dt} \right)_{F, v} \quad (594)$$

Hence,

$$\left( \frac{d|F|}{dt} \right)_{F, v} = \frac{4}{3} \pi G(\mathcal{M}) \mu n B \left( \frac{|F|}{Q_H} \right) \frac{v \cdot F}{|F|}. \quad (595)$$

On the other hand, if $F_j$ denotes the component of $F$ in an arbitrary direction at right angles at the direction of $v$ then according to Eq. (591)

$$\left( \frac{dF_j}{dt} \right)_{F, v} = 2 \pi G(\mathcal{M}) \mu n B \left( \frac{|F|}{Q_H} \right) \frac{v \cdot F}{|F|^2} F_j. \quad (596)$$

Combining Eqs. (595) and (596) we have

$$\frac{1}{F_j} \left( \frac{dF_j}{dt} \right)_{F, v} = \frac{3}{2} \frac{1}{|F|} \left( \frac{d|F|}{dt} \right)_{F, v}. \quad (597)$$

Equation (597) is clearly equivalent to

$$\frac{d}{dt} (\log F_j - \frac{3}{2} \log |F|)_{F, v} = 0. \quad (598)$$

We have thus proved that

$$\left[ \frac{d}{dt} \left( \frac{F_j}{|F|^2} \right) \right]_{F, v} = 0. \quad (599)$$

We shall now examine the physical consequences of Eq. (591) more closely. In words, the meaning of this equation is that the component of

$$\frac{2}{3} \pi G(\mathcal{M}) \mu n B \left( \frac{|F|}{Q_H} \right) \left( v - \frac{v \cdot F}{|F|^2} F \right) \quad (600)$$

along any particular direction gives the average value of the rate of change of $F$ that is to be expected in the specified direction when the star is moving with a velocity $v$. Stated in this manner we at once see the essential difference in the stochastic variations of $F$ with time in the two cases $|v| = 0$ and $|v| \neq 0$. In the former case $\langle F \rangle_{v=0}$; but this is not generally true when $|v| \neq 0$. Or expressed differently, when $|v| = 0$ the changes in $F$ occur with equal probability in all directions while this is
not the case when \(|v| \neq 0\). The true nature of this difference is brought out very clearly when we consider

$$\left( \frac{d|F|}{dt} \right)_{F,v}$$

(601)

according to Eq. (595). Remembering that \(B(\beta) \geq 0\) for \(\beta \geq 0\), we conclude from Eq. (595) that

$$\left( \frac{d|F|}{dt} \right)_{F,v} > 0 \quad \text{if} \quad (v \cdot F) > 0,$$

(602)

and

$$\left( \frac{d|F|}{dt} \right)_{F,v} < 0 \quad \text{if} \quad (v \cdot F) < 0.$$  

(603)

In other words, if \(F\) has a positive component in the direction of \(v\), \(|F|\) increases on the average, while if \(F\) has a negative component in the direction of \(v\), \(|F|\) decreases on the average. This essential asymmetry introduced by the direction of \(v\) may be expected to give rise to the phenomenon of dynamical friction.

Considering next the second moments of \(f\) Chandrasekhar and von Neumann find that

$$\langle |f|^2 F, v \rangle_w = 2ab \frac{\beta^4}{H(\beta)} \left[ 2G(\beta) + 7k \left[ G(\beta) \sin^2 \alpha - I(\beta) (3 \sin^2 \alpha - 2) \right] \right]$$

$$+ \frac{g^2}{\beta H(\beta)} \left[ \beta H(\beta) (4 - 3 \sin^2 \alpha) + 3K(\beta) (3 \sin^2 \alpha - 2) \right],$$

(604)

where, \(\alpha\) denotes the angle between the directions of \(F\) and \(v\)

$$a = \frac{4}{15} (2\pi)^4 G^4 (M^4)_w n; \quad b = \frac{1}{4} (2\pi)^4 G^4 (M^4 | u|^2)_w n; \quad \beta = \frac{2}{3} \pi G (M^4)_w |v| n; \quad k = \frac{3}{7} (M^4)_w |v|^2,$$

(605)

and

$$H(\beta) = \frac{1}{\beta} \int_{0}^{\beta} \exp \left[ - (\beta/\beta)^4 \right] \beta \sin \beta d\beta,$$

$$G(\beta) = \frac{3}{2} \int_{0}^{\beta} \beta^{-1} \left( \frac{2}{\beta} \int_{0}^{\beta} \beta G(\beta) d\beta \right),$$

$$I(\beta) = \beta^{-1} \int_{0}^{\beta} \beta^2 G(\beta) d\beta,$$

(606)

$$K(\beta) = \int_{0}^{\beta} H(\beta) d\beta.$$  

Averaging Eq. (604) for all possible mutual orientations of the two vectors \(F\) and \(v\) we readily find that

$$\langle |f|^2 F, |v| \rangle_w = 4ab \frac{\beta^4 G(\beta)}{H(\beta)} \left( 1 + \frac{7}{3} - \frac{g^2}{2ab} \right),$$

(607)

or, substituting for \(k\) and \(g^2/2ab\) from (605) we find

$$\langle |f|^2 F \rangle_w = 4ab \frac{\beta^4 G(\beta)}{H(\beta)} \left( 1 + \frac{\langle M^4 \rangle_w |v|^2}{\langle M^4 |u|^2 \rangle_w} \right) + 5 \frac{\langle M^4 \rangle_w |v|^2}{12 \pi \langle M^4 \rangle_w \langle M^4 |u|^2 \rangle_w}.$$  

(608)

In terms of Eq. (608) we can define an approximate formula for the mean life of the state \(F\) according to the equation

$$T_{\langle |F|, |v| \rangle_w} = \frac{|F|}{\langle |f|^2 F \rangle_w}.$$  

(609)
Combining Eqs. (608) and (609) we find that

\[ T|\mathbf{F}|, |v| = T|\mathbf{F}|, 0 = \frac{1}{\left[ 1 + \frac{\langle M^4 \rangle_m \langle v^2 \rangle_m}{12\pi \langle M^4 \rangle_m \langle v^2 \rangle_m} \beta^2 \right] / (\beta^2)} \] (610)

where \( T|\mathbf{F}|, 0 \) denotes the mean life when \( |v| = 0 \):

\[ T|\mathbf{F}|, 0 = \frac{\left( \frac{\beta H(\beta)}{4b} \right)^{\frac{1}{3}}}{G(\beta)} \] (611)

From Eq. (610) we derive that

\[ T \sim |\mathbf{F}| \quad \text{as} \quad |\mathbf{F}| \to 0; \quad T \sim |\mathbf{F}|^{-1} \quad \text{as} \quad |\mathbf{F}| \to \infty; \] (612)

in other words the mean life tends to zero for both weak and strong fields.

I am greatly indebted to Mrs. T. Belland for her assistance in preparing the manuscript for the press. My thanks are also due to Dr. L. R. Henrich for his careful revision of the entire manuscript.

APPENDIXES

I. THE MEAN AND THE MEAN SQUARE DEVIATION OF A BERNOULLI DISTRIBUTION

Consider the Bernoulli distribution

\[ w(x) = \frac{n!}{x!(n-x)!} \rho^x (1-\rho)^{n-x} \quad (\rho < 1; \ x \ a \ positive \ integer \leq n). \] (613)

An alternative form for \( w(x) \) is

\[ w(x) = C_x^* \rho^x q^{n-x}, \] (614)

where \( C_x^* \) denotes the binomial coefficient and

\[ q = 1 - \rho. \] (615)

From Eq. (614) it is apparent that \( w(x) \) is the coefficient of \( \rho^x \) in the expansion of \( (\rho u + q)^n \):

\[ w(x) = \text{coefficient of } \rho^x \text{ in } (\rho u + q)^n. \] (616)

That \( \sum w_x = 1 \) follows immediately from this remark:

\[ \sum_{x=1}^{n} w(x) = \sum_{x=1}^{n} \text{coefficient of } \rho^x \text{ in } (\rho u + q)^n, \]

\[ = [\sum_{x=1}^{n} (\rho u + q)^n]_{u=1} = 1. \] (617)

Consider now the mean and the mean square deviation of \( x \). By definition

\[ \langle x \rangle_m = \sum_{x=1}^{n} x w(x) \] (618)

and

\[ \delta^2 = \langle (x - \langle x \rangle_m)^2 \rangle_m = \langle x^2 \rangle_m - \langle x \rangle_m^2 = \sum_{x=1}^{n} x^2 w(x) - \langle x \rangle_m^2. \] (619)
We have
\[
\langle x \rangle_n = \sum_{z=1}^{n} x \times \{ \text{coefficient of } u^z \text{ in } (pu+q)^n \},
\]
\[
= \sum_{z=1}^{n} \text{coefficient of } u^z \text{ in } \frac{d}{du} (pu+q)^n,
\]
\[
= \left[ \frac{d}{du} (pu+q)^n \right]_{u=1} = np(p+q).
\]

Hence
\[
\langle x \rangle_n = np.
\]  
(621)

Similarly,
\[
\langle x^2 \rangle_n = \sum_{z=1}^{n} x^2 \times \{ \text{coefficient of } u^z \text{ in } (pu+q)^n \},
\]
\[
= \sum_{z=1}^{n} \{ \text{coefficient of } u^z \text{ in } \frac{d}{du} \left( u \frac{d}{du} (pu+q)^n \right) \},
\]
\[
= \left[ \frac{d}{du} \left( u \frac{d}{du} (pu+q)^n \right) \right]_{u=1},
\]
\[
\langle x^2 \rangle_n = np + n(n-1)p^2.
\]  
(623)

Combining Eqs. (619), (621) and (623) we obtain
\[
\sigma^2 = np - np^2 = np(1-p) = npq.
\]  
(624)

\[\text{II. A PROBLEM IN PROBABILITY: MULTIVARIATE GAUSSIAN DISTRIBUTIONS}\]

In Chapter I (§4, subsection [a]) we considered the special case of the problem of random flights in which the \( N \) displacements which the particle suffers are all governed by Gaussian distributions but with different variances. We shall now consider a generalization of this problem which has important applications to the theory of Brownian motion (see Chapter II, §2, lemma II).

Let
\[
\Psi = \sum_{j=1}^{N} \psi_j r; \quad \Phi = \sum_{j=1}^{N} \phi_j r,
\]
(625)

where the \( \psi_j \)'s and the \( \phi_j \)'s are two arbitrary sets of \( N \) real numbers each, and where further \( r \) is a stochastic variable the probability distribution of which is governed by
\[
\tau(r) = (1/(2\pi l^2)) \exp \left( - |r|^2 / 2l^2 \right),
\]
(626)

where \( l \) is a constant. We require the probability \( W(\Psi, \Phi) d\Psi d\Phi \) that \( \Psi \) and \( \Phi \) shall lie, respectively, in the ranges \( (\Psi, \Psi + d\Psi) \) and \( (\Phi, \Phi + d\Phi) \). Applying Markoff's method to this problem, we have [cf. Eqs. (51) and (52)]
\[
W(\Psi, \Phi) = \frac{1}{64\pi^4} \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \exp \left[ -i(\phi \cdot \Psi + \sigma \cdot \Phi) \right] A_N(\phi, \sigma) d\phi d\sigma,
\]
(627)

where \( \phi \) and \( \sigma \) are two auxiliary vectors and
\[
A_N(\phi, \sigma) = \prod_{j=1}^{N} \frac{1}{(2\pi l^2)^{1/2}} \int_{-\infty}^{+\infty} \exp \left[ i(\phi \cdot \psi_j r + \sigma \cdot \phi_j r) \right] \exp \left( - |r|^2 / 2l^2 \right) dr.
\]
(628)
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To evaluate $A_N(\Phi, \sigma)$ we need the value of the typical integral

$$J = \frac{1}{(2\pi)^{1/2}} \int_{-\infty}^{+\infty} \exp \left[ i r \cdot (\psi \cdot \phi + \phi \cdot \sigma) - (|r|^2/2\rho) \right] dr. \quad (629)$$

We have

$$J = \prod_{j=1}^{N} \frac{1}{(2\pi)^{1/2}} \int_{-\infty}^{+\infty} \exp \left[ -x^2/2i^2 (\rho_j \psi_j + \sigma_j \phi_j) \right] dx,$$

$$= \exp \left[ -P \left[ (\rho_j \psi_j + \sigma_j \phi_j)^2 + (\rho_j \psi_j + \sigma_j \phi_j)^2 + (\rho_j \psi_j + \sigma_j \phi_j)^2 \right]/2 \right]. \quad (630)$$

Hence

$$A_N(\Phi, \sigma) = \exp \left[ -P \sum_{j=1}^{N} \left[ (\rho_j \psi_j + \sigma_j \phi_j)^2 + (\rho_j \psi_j + \sigma_j \phi_j)^2 + (\rho_j \psi_j + \sigma_j \phi_j)^2 \right]/2 \right]$$

$$= \exp \left[ -(P |\Phi|^2 + 2R \Phi \sigma + Q |\sigma|^2)/2 \right], \quad (631)$$

where we have written

$$P = \prod_{j=1}^{N} \rho_j^2; \quad R = \prod_{j=1}^{N} \phi_j \psi_j; \quad Q = \prod_{j=1}^{N} \phi_j \sigma_j. \quad (632)$$

Substituting for $A_N(\Phi, \sigma)$ from Eq. (632) in the formula for $W(\Psi, \Phi)$ [Eq. (627)] we obtain

$$W(\Psi, \Phi) = \frac{1}{64\pi^4} \prod_{i=1}^{3} \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \exp \left[ -\frac{1}{2} \left( (\rho_i \psi_i + \sigma_i \phi_i)^2 + (\rho_i \psi_i + \sigma_i \phi_i)^2 + (\rho_i \psi_i + \sigma_i \phi_i)^2 \right) \right] d\rho_i d\sigma_i. \quad (633)$$

To evaluate the integrals occurring in the foregoing formula, we first perform a translation of the coordinate system according to

$$\rho_i = \xi_i + \alpha_i; \quad \sigma_i = \eta_i + \beta_i \quad (i = 1, 2, 3), \quad (634)$$

where $\alpha_i$ and $\beta_i$ are so chosen that

$$P \alpha_i + R \beta_i = -i\psi_i; \quad R \alpha_i + Q \beta_i = -i\phi_i \quad (i = 1, 2, 3). \quad (635)$$

With this transformation of the variables we have

$$P \rho_i^2 + 2R \rho_i \sigma_i + Q \sigma_i^2 + 2i(\rho_i \psi_i + \sigma_i \phi_i) = P \xi_i^2 + 2R \xi_i \eta_i + Q \eta_i^2 + i(\alpha_i \psi_i + \beta_i \phi_i),$$

$$= P \xi_i^2 + 2R \xi_i \eta_i + Q \eta_i^2 + \frac{1}{PQ - R^2} (P \Phi \sigma - 2R \Phi \psi_i + Q \psi_i \sigma). \quad (636)$$

Hence,

$$W(\Psi, \Phi) = \frac{1}{64\pi^4} \prod_{i=1}^{3} \exp \left[ -(P \Phi \sigma - 2R \Phi \psi_i + Q \psi_i \sigma)/2(PQ - R^2) \right]$$

$$\times \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \exp \left[ -(P \xi_i^2 + 2R \xi_i \eta_i + Q \eta_i^2)/2 \right] d\xi_i d\eta_i. \quad (637)$$

From this equation we readily find that

$$W(\Psi, \Phi) = \left[ 1/8\pi^4(PQ - R^2) \right] \exp \left[ -(P |\Phi|^2 - 2R \Phi \cdot \Phi + Q |\psi|^2)/2(PQ - R^2) \right], \quad (638)$$

which gives the required probability distribution.

III. The Poisson Distribution as the Law of Density Fluctuations

Consider an element of volume $v$ which is a part of a larger volume $V$. Let there be $N$ particles distributed in a random fashion inside the volume $V$. Under these conditions the probability that a particular particle will be found in the element of volume $v$ is clearly $v/V$; similarly, the probability
that it will not be found inside \( v \) is \( (V-v)/V \). Hence, the probability \( W_N(n) \) that some \( n \) particles will be found inside \( v \) is given by the Bernoulli distribution

\[
W_N(n) = \frac{N!}{n!(N-n)!} \left( \frac{v}{V} \right)^n \left( 1 - \frac{v}{V} \right)^{N-n}.
\] (639)

The average value of \( n \) is therefore given by [cf. Eq. (621)]

\[
\langle n \rangle_N = N(v/V) = \nu \quad \text{(say)}.
\] (640)

In terms of \( \nu \) Eq. (639) can be expressed in the form

\[
W_N(n) = \frac{N!}{n!(N-n)!} \left( \frac{\nu}{N} \right)^n \left( 1 - \frac{\nu}{N} \right)^{N-n}.
\] (641)

The case of greatest practical interest arises when both \( N \) and \( V \) tend to infinity but in such a way that \( \nu \) remains constant [see Eq. (640)]. To obtain the corresponding limiting form of the distribution (641) we first rewrite it as

\[
W_N(n) = \frac{1}{n!} N(N-1)(N-2) \cdots (N-n+1) \left( \frac{\nu}{N} \right)^n \left( 1 - \frac{\nu}{N} \right)^{N-n},
\]

\[
= \frac{\nu^n}{n!} \left( 1 - \frac{1}{N} \right) \left( 1 - \frac{2}{N} \right) \cdots \left( 1 - \frac{n-1}{N} \right) \left( 1 - \frac{\nu}{N} \right)^{N-n},
\] (642)

and then let \( N \to \infty \) keeping both \( \nu \) and \( n \) fixed. We have

\[
W(n) = \lim_{N \to \infty} W_N(n),
\]

\[
= \frac{\nu^n}{n!} \lim_{N \to \infty} \left\{ \left( 1 - \frac{1}{N} \right) \left( 1 - \frac{2}{N} \right) \cdots \left( 1 - \frac{n-1}{N} \right) \left( 1 - \frac{\nu}{N} \right)^{N-n} \right\},
\] (643)

\[
= \frac{\nu^n}{n!} \lim_{N \to \infty} \left( 1 - \frac{\nu}{N} \right)^N.
\]

Hence,

\[
W(n) = \nu^n e^{-\nu}/n!,
\] (644)

which is the required Poisson distribution.

In some applications of Eq. (644) \( \nu \) is a very large number; and when this is the case, interest is attached to only those values of \( n \) which are relatively close to \( \nu \). We shall now show that under these conditions the Poisson distribution specializes still further to a Gaussian distribution.

Rewriting Eq. (644) in the form

\[
\log W(n) = n \log \nu - \nu - \log n !
\] (645)

and adopting Stirling's approximation for \( \log n \) [cf. Eq. (7)] we obtain

\[
\log W(n) = n \log \nu - \nu - (n + \frac{1}{2}) \log n + n - \frac{1}{2} \log 2\pi + O(n^{-1}).
\] (646)

Let

\[
n = \nu + \delta.
\] (647)

Equation (646) becomes

\[
\log W(n) = -(\nu + \delta + \frac{1}{2}) \log \left( 1 + \frac{\delta}{\nu} \right) + \delta - \frac{1}{2} \log (2\pi \nu) + O(n^{-1}).
\] (648)
If we now suppose that \( \delta/\nu \ll 1 \) we can expand the logarithmic term in Eq. (648) as a power series in \( \delta/\nu \). Retaining only the dominant term, we find

\[
\log W(n) = -\left(\frac{\delta}{2\nu}\right) - \frac{1}{2} \log \left(2\pi\nu\right) \quad (\nu \to \infty; \ \delta/\nu \to 0).
\]

Thus,

\[
W(n) = [1/(2\pi\nu)^{1/2}] \exp \left[-(n-\nu)^2/2\nu\right],
\]

which is the required Gaussian form.

**IV. THE MEAN AND THE MEAN SQUARE DEVIATION OF THE SUM OF TWO PROBABILITY DISTRIBUTIONS**

Let \( w_1(x) \) and \( w_2(y) \) represent two probability distributions. For the sake of definiteness we shall suppose that \( x \) and \( y \) take on only discrete values. A probability distribution which is said to be the *sum* of the two distributions is defined by

\[
w(z) = \sum_{x+y=z} w_1(x)w_2(y),
\]

(651)

where in the summation on the right-hand side we include all pairs of values of \( x \) and \( y \) (each in their respective domains) which satisfy the relation \( x + y = z \). We may first verify that \( w(z) \) defined according to Eq. (651) does in fact represent a probability distribution. To see this we have only to show that \( \sum w(z) = 1 \). Now,

\[
\sum_z w(z) = \sum_z \sum_{x+y=z} w_1(x)w_2(y);
\]

(652)

accordingly, in the summation on the right-hand side, \( x \) and \( y \) can now run through their respective ranges of values independently of each other. Hence,

\[
\sum_z w(z) = [\sum_x w_1(x)][\sum_y w_2(y)] = 1.
\]

(653)

We shall now prove that the mean and the mean square deviation of the sum of two probability distributions is the sum of the means and the mean square deviations of the component distributions.

To prove this theorem, we observe that by definitions

\[
\langle z \rangle_n = \sum_z z w(z) = \sum_z \sum_{x+y=z} (x+y)w_1(x)w_2(y),
\]

(654)

or

\[
\langle z \rangle_n = \sum_x \sum_y [xw_1(x)w_2(y) + yw_1(x)w_2(y)],
\]

(655)

where in the summations on the right-hand side we can again let \( x \) and \( y \) run their respective ranges of values independently of each other. Hence,

\[
\langle z \rangle_n = [\sum_x xw_1(x)][\sum_y w_2(y)] + [\sum_y w_1(x)][\sum_y yw_2(y)],
\]

(656)

or

\[
\langle z \rangle_n = \langle x \rangle_n + \langle y \rangle_n.
\]

(657)

Similarly,

\[
\langle (z - \langle z \rangle_n)^2 \rangle_n = \sum_z (z - \langle z \rangle_n)^2 w(z),
\]

\[
= \sum_z \sum_{x+y=z} (x+y - \langle x \rangle_n - \langle y \rangle_n)^2 w_1(x)w_2(y),
\]

\[
= \sum_x \sum_y [(x - \langle x \rangle_n)^2 + 2(x - \langle x \rangle_n)(y - \langle y \rangle_n) + (y - \langle y \rangle_n)^2]w_1(x)w_2(y),
\]

\[
= [\sum_x (x - \langle x \rangle_n)^2 w_1(x)][\sum_y w_2(y)] + [\sum_y w_1(x)][\sum_y (y - \langle y \rangle_n)^2 w_2(y)]
\]

\[
+ 2[\sum_x (x - \langle x \rangle_n) w_1(x)][\sum_y (y - \langle y \rangle_n) w_2(y)].
\]

(658)
Hence,

\[ \langle (x - \langle x \rangle u)^2 \rangle u = \langle (x - \langle x \rangle) u \rangle^2 + \langle (y - \langle y \rangle) u \rangle^2. \]  

(659)

The theorem is now proved.

The extension of the foregoing results to include the case when \( x \) and \( y \) are continuously variable is, of course, obvious. Similarly, the definitions and results can be further extended to include the sums of more than two probability distributions.

V. ZERMELO’S PROOF OF POINCARÉ’S THEOREM CONCERNING THE QUASI-PERIODIC CHARACTER OF THE MOTIONS OF A CONSERVATIVE DYNAMICAL SYSTEM

Consider a conservative dynamical system of \( n \) degrees of freedom and which is described by a Hamiltonian function \( H \) of the generalized coordinates \( q_1, \ldots, q_n \) and momenta \( p_1, \ldots, p_n \). The state of such a dynamical system can be represented by a point in the \( 2n \) dimensional phase space of the \( q \)'s and \( p \)'s. Similarly, the trajectory described by the representative point will describe the evolution of the dynamical system.

Through each point in the phase space there passes a unique trajectory which can be derived from the canonical equations of motion

\[ \frac{\partial H}{\partial p_s} \quad \frac{\partial H}{\partial q_s} \quad (s = 1, \ldots, n). \]  

(660)

More generally, consider any arbitrary continuous domain of points \( g_0 \) (of finite measure) in the phase space. Let the points \( g_0 \) be the representatives at time \( t = 0 \) of an ensemble of dynamical systems all described by the same Hamiltonian function \( H(p_1, \ldots, p_n; q_1, \ldots, q_n) \). At a later time \( t \) the representatives of the ensemble will occupy a continuous domain of points \( g_t \) which can be obtained by tracing through each point of \( g_0 \) the corresponding trajectory and following along the various trajectories for a time \( t \). Because of the uniqueness, in general, of the trajectories passing through a given point in the phase space, the construction of the domain \( g_t \) from an initial domain \( g_0 \) is a unique process. We shall accordingly refer to \( g_t \) as the future phase (at time \( t \)) of the initial phase \( g_0 \) (at time \( t = 0 \)) of the given dynamical system.

Now, according to Liouville’s theorem of classical dynamics, the density of any element of phase space remains constant during its motion according to the canonical Eqs. (660). Hence, if \( \omega \) denotes the volume of the domain of points \( g_t \) introduced in the preceding paragraph, it follows from Liouville’s theorem that \( \omega \) remains constant as \( t \) varies.

We have already described how from an initial phase \( g_0 \) we can derive the future phase \( g_t \) at time \( t \). The domain of points \( g_0 \) together with all its future phases \( g_t \), \( 0 < t < \infty \) clearly form a continuous domain of points which we shall denote by \( \Gamma_0 \); \( \Gamma_0 \) is accordingly the class of all states which at some finite past occupied states belonging to \( g_0 \). The extension of \( \Gamma_0 \) will be finite if we are considering a dynamical system which is enclosed—for, then, none of the coordinates or momenta can take on infinite values and the entire accessible region of the phase space remains finite. We shall suppose that this is the case and denote by \( \Omega_0 \) the extension of \( \Gamma_0 \). Clearly \( \Omega_0 \supseteq \omega_0 \). In a similar manner we can, quite generally, define the domain of points \( \Gamma_t \), which includes all the future phases of \( g_t \). Let \( \Omega_t \) denote the extension of \( \Gamma_t \). It is evident that

\[ \Omega_{t_1} \supseteq \Omega_{t_2} \quad \text{whenever} \quad t_1 < t_2. \]  

(661)

For, \( \Omega_t \), denoting the extension of all the future phases of \( g_{t_2} \), must therefore necessarily include also the future phases of \( g_{t_1} \) if \( t_1 < t_2 \). On the other hand, considering \( \Gamma_0 \) itself as a domain of points, we can construct its future phases in exactly the same way as the future phases \( g_t \) of \( g_0 \) were constructed. But the future phase of \( \Gamma_0 \) after a time \( t \) is clearly \( \Gamma_t \). And therefore applying Liouville’s theorem to the domain \( \Gamma_0 \) and its future phases \( \Gamma_t \) we conclude that

\[ \Omega_t = \text{constant}. \]  

(662)
Comparing this result with the inequality (661) we infer that the domain of points \( \Gamma_t \) can differ from \( \Gamma_0 \) by at most a set of points of measure zero. Hence, the future phases of \( \gamma(t>0) \) but arbitrary otherwise) must include \( \gamma_0 \) apart, possibly, from a set of points of measure zero. But the points of \( \gamma_t \) are themselves future phases of the points of \( \gamma_0 \). Hence, the states belonging to \( \gamma_0 \) (again, with the possible exception of a set of zero measure) must recur after the elapse of a sufficient length of time; and this is true no matter how small the extension \( \omega_0 \) of \( \gamma_0 \) is, provided it is only finite. From this, the deduction of Poincaré's theorem is immediate. (For a formal statement of Poincaré's theorem see Chapter III, §4).

VI. BOLTZMANN'S ESTIMATE OF THE PERIOD OF A POINCARÉ CYCLE

To estimate the order of magnitude of the period of a Poincaré cycle, Boltzmann has considered the following typical example:

A cubic centimeter of air containing \( 10^8 \) molecules is considered in which all the molecules are initially supposed to have a speed of 500 meters per second. With a concentration of \( 10^8 \) molecules, the average distance between the neighboring ones is of the order of \( 10^{-6} \) cm. Also, under normal conditions, each molecule will suffer something like \( 4 \times 10^6 \) collisions per second so that on the whole there will occur

\[
b = 2 \times 10^{10} \text{ collisions per second.} \quad (663)
\]

Since Poincaré's theorem asserts only the quasi-periodic character of the motions (see Chapter III, §4 and Appendix V) the period to be estimated clearly depends on the closeness to which we require the initial conditions to recur. For the case under discussion Boltzmann supposes that a molecule can be said to have approximately returned to its initial state if the differences in position \( (x, y, z) \) and velocity \( (u, v, w) \) in the initial and the final states are such that

\[
|\Delta x|, |\Delta y|, |\Delta z| \leq 10^{-7} \text{ cm}, \quad (664)
\]

and

\[
|\Delta u|, |\Delta v|, |\Delta w| \leq 1 \text{ m/sec.} \quad (665)
\]

In other words, we shall require the positions to agree to within 10 percent of the average distance between the molecules and the velocities to agree within one part in 500.

We shall first estimate the order of magnitude of the time required for the recurrence of an initial "abnormal" distribution in the velocities. According to Poincaré's theorem, an initial state need not recur earlier than the time necessary for all the molecules to take on all the possible values for the velocity. We can readily determine the number \( N \) of such possibilities with the understanding that we agree to distinguish between two velocities only if at least one of the components differ by more than 1 m/sec.

The first molecule can have all velocities ranging from zero to \( a = 500 \times 10^4 \text{ m/sec.} \) since we have supposed that in the initial state all the molecules have the same speed of 500 m/sec and that there are \( 10^8 \) molecules in the system. Again, if the first molecule has a speed \( v_1 \) the second one can have speeds only in range 0 to \( (a^2 - v_1^2)^{1/2} \). Similarly, if the first and the second molecules have speeds \( v_1 \) and \( v_2 \), respectively, the third molecule can have speeds only in the range 0 to \( (a^2 - v_1^2 - v_2^2)^{1/2} \); and so on. Accordingly, the required number of combinations \( N \) is

\[
N = (4\pi)^{n-1} \int_0^a dv_1 v_1 \int_0^{(a^2 - v_1^2)^{1/2}} dv_2 v_2 \int_0^{(a^2 - v_1^2 - v_2^2)^{1/2}} dv_3 v_3 \cdots \int_0^{(a^2 - v_1^2 - \cdots - v_{n-1}^2)^{1/2}} dv_n v_n \cdot \nonumber
\]

\[
= (\pi^{(2n-3)/2} / 2 \cdot 3 \cdot 4 \cdot [3(n-1)/2]) a^{2(n-1)} \quad (n, \text{ odd}),
\]

\[
= (2(2\pi)^{(2n-4)/2} / 3 \cdot 5 \cdot 7 \cdots 3(n-1)) a^{2(n-1)} \quad (n, \text{ even}),
\]

\[
(666)
\]

where

\[
a = 500 \times 10^4 \text{ and } \ n = 10^{18}. \quad (667)
\]
Since each of these $N$ combinations occurs on the average in a time $1/b$ seconds [cf. Eq. (663)] the total time required for the velocities to run through all the possible values is

$$N/b.$$  \hspace{1cm} (668)

After this length of time we may expect the initial distribution of the velocities to recur to within the limits of accuracy specified except for one single molecule the direction of whose motion has been left unrestricted. On the other hand we have still left unspecified the positions of the centers of gravity of all the molecules. But in order that we may say that the initial state has recurred to a sufficient approximation, we must require the positions of the molecules in the final state also to agree with the initial values to some stated degree of accuracy. This would clearly require the time (668) to be multiplied by another number of order similar to $N$. However, the extremely large value already of $N/b$ gives some indication of the enormous times which are involved. Moreover, comparing these times with the time of relaxation of a gas which is of the order $10^{-4}$ second under normal conditions, we get an idea as to how extremely small the fraction of the total number of complexions is for which appreciable departures from a Maxwellian distribution occur. (For a further discussion of these and related matters see Chapter III, §4.)

VII. THE LAW OF DISTRIBUTION OF THE NEAREST NEIGHBOR IN A RANDOM DISTRIBUTION OF PARTICLES

This problem was first considered by Hertz (see reference 71 in the Bibliographical Notes for Chapter IV).

Let $w(r)dr$ denote the probability that the nearest neighbor to a particle occurs between $r$ and $r+dr$. This probability must be clearly equal to the probability that no particles exist interior to $r$ times the probability that a particle does exist in the spherical shell between $r$ and $r+dr$. Accordingly, the function $w(r)$ must satisfy the relation

$$w(r) = 1 - \int_0^r w(r)dr 4\pi r^2 n,$$  \hspace{1cm} (669)

where $n$ denotes the average number of particles per unit volume. From Eq. (669) we derive:

$$\frac{d}{dr} \frac{w(r)}{4\pi r^2 n} = -\frac{w(r)}{4\pi r^2 n}.$$  \hspace{1cm} (670)

Hence

$$w(r) = \exp \left(-\frac{4\pi r^2 n}{3}\right)4\pi r^2 n,$$  \hspace{1cm} (671)

since, according to Eq. (669)

$$w(r) \to 4\pi r^2 n \quad \text{as} \quad r \to 0.$$  \hspace{1cm} (672)

Equation (671) gives then the required law of distribution of the nearest neighbor.

Using the distribution (671) we can derive an exact formula for the "average distance" $D$ between the particles. For, by definition

$$D = \int_0^\infty rw(r)dr,$$  \hspace{1cm} (673)

or, if we use Eq. (671)

$$D = \int_0^\infty \exp \left(-\frac{4\pi r^2 n}{3}\right)4\pi r^2 ndr.$$  \hspace{1cm} (674)
After some elementary reductions, Eq. (674) becomes

\[
D = \frac{1}{(4\pi n/3)^{1/3}} \int_0^\infty e^{-x^3/3} dx,
\]

\[
= \Gamma(4/3)/(4\pi n/3)^{1/3}.
\]

Substituting for \( \Gamma(4/3) \), we find

\[
D = 0.55396n^{-1}.
\]

BIBLIOGRAPHICAL NOTES

Chapter I

§1.—We may briefly record here the history of the problem of random flights considered in this chapter:

Karl Pearson appears to have been the first to explicitly formulate a problem of this general type:

1. K. Pearson, Nature 77, 294 (1905). Pearson’s formulation of the problem was in the following terms: “A man starts from a point \( O \) and walks \( l \) yards in a straight line; he then turns through any angle whatever and walks another \( l \) yards in a second straight line. He repeats this process \( n \) times. I require the probability that after these \( n \) stretches he is at a distance between \( r \) and \( r + dr \) from his starting point \( O \).” After Pearson had formulated this problem Lord Rayleigh pointed out that the problem is formally "the same as that of the composition of \( n \) isoperiodic vibrations of unit amplitude and of phases distributed at random" which he had considered as early as in 1880:

2. Lord Rayleigh, Phil. Mag. 10, 73 (1880); see also ibid. 47, 246 (1889). These papers are reprinted in *Scientific Papers of Lord Rayleigh*, Vol. I, p. 491, and Vol. IV, p. 370. In the foregoing papers Rayleigh obtains the asymptotic form of the solution as \( n \rightarrow \infty \). But for finite values of \( n \) the general solution of Pearson’s problem was given by

3. J. C. Kluvyer, Konink. Akad. Wetenschap. Amsterdam 14, 325 (1905). The general solution of the problem of random walk in one dimension was obtained by Smoluchowski apparently independently of the earlier investigators.

4. M. von Smoluchowski, Bull. Acad. Cracovie, p. 203 (1906). In its most general form the problem of random flights was formulated by A. A. Markoff who also outlined the method for obtaining the general solution.


§2.—The problem of the random walk with reflecting and absorbing barriers was first considered by Smoluchowski:

6. M. v. Smoluchowski (a) Wien Ber. 124, 263 (1915); also (b) "Drei Vortrage über Diffusion, Brownsche Bewegung und Koagulation von Kolloidteilchen," Physik. Zeits. 17, 557, 585 (1916). See also


§3.—Markoff’s method described in this section is a somewhat generalized version of what is given in Markoff (reference 5). See also


§4.—See A. A. Markoff (reference 5). The case of finite \( N \) considered in subsection (b) follows the treatment of


§5.—The passage to a differential equation for the case of the one-dimensional problem of the random walk was achieved by Rayleigh:

10. Lord Rayleigh, Phil. Mag. 47, 246 (1899) (or *Scientific Papers*, Vol. IV, p. 370). See also Smoluchowski (reference 6). But the general treatment given in this section appears to be new.

We may also note the following further reference:


Chapter II

The following general references may be noted.


§1.—As is well known the modern theory of Brownian motion was initiated by Einstein and Smoluchowski:

17. A. Einstein, Ann. d. Physik 17, 549 (1905); also, ibid. 19, 371 (1906).

18. M. v. Smoluchowski, Ann. d. Physik 21, 756 (1906). In Einstein’s and in Smoluchowski’s treatment of the problem, Brownian motion is idealized as a problem in random flights; but as we have seen, this idealization is valid only when we ignore effects which occur in time intervals of order \( \beta^{-1} \). For the general treatment of the problem we require to base our discussion on an equation of the type first introduced by Langevin:

19. P. Langevin, Comptes rendus 146, 530 (1908). In this connection see

§2.—The treatment of the Brownian motion of a free particle given in this section is derived from:


22. W. R. van Wijk, *Physica* 3, 1111 (1936). Earlier, but somewhat less general treatment along the same lines is contained in

23. G. E. Uhlenbeck and L. S. Ornstein, *Phys. Rev.* 36, 823 (1930). In the foregoing papers the discussion has been carried out only for the case of one-dimensional motion.

In the text we have treated the general three-dimensional problem; further, the arguments in references 21 and 22 have been rearranged considerably to make the presentation more direct and straightforward.

§3.—See Ornstein and Wijk (reference 21); also


§4.—The passage to a differential equation for the description of the Brownian motion of a free particle in the velocity space was achieved by


27. M. Planck, *Sitz. der preuss. Akad.* p. 324 (1917). See also references 21 and 23; further,


Earlier attempts to generalize Liouville's equation of classical dynamics to include Brownian motion are contained in

32. O. Klein, *Arkiv f. Matematik, Astronomi, och Fysik* 16, No. 5 (1921); and


The passage to a differential equation in configuration space was first achieved by

34. M. v. Smoluchowski, *Ann. d. Physik* 48, 1103 (1915); see also,


In the text the discussion of the various differential equations has been carried out more generally and more completely than in the references given above; this is particularly true of the discussion relating to the generalization of the Liouville equation of classical dynamics (subsections, ii, v).

§5.—See H. A. Kramers (reference 33).

Approaches to the problem of the Brownian motion somewhat different to the one we have adopted are contained in

36. G. Krutkov, *Physik. Zeits. der Sowjetunion* 5, 287 (1934). See also the various articles by the same author in C. R. Acad. Sci. USSR during the years (1934) and (1935).

37. S. Bernstein, C. R. Acad. Sci. USSR, p. 1 (1934), and p. 361 (1934). A more particularly mathematical discussion of the problems of Brownian motion has been given by

38. J. L. Doob, *Ann. Math.* 43, 351 (1942); see also the references given in this paper.

Chapter III

The following general references may be noted.


43. The Svedberg, *Die Existenz der Molekule* (Leipzig, 1912).

In reference 39 we have an extremely valuable account of the entire subject of Brownian motion and molecular fluctuations; there exists no better introduction to this subject than these lectures of Smoluchowski. In reference 40 Sommerfeld gives a fairly extensive bibliography of Smoluchowski's writings.

§1.—The theory of density fluctuations as developed by Smoluchowski represents one of the most outstanding achievements in molecular physics. Not only does it quantitatively account for and clarify a wide range of physical and physico-chemical phenomena, it also introduces such fundamental notions as the "probability aftereffect" which are of very great significance in other connections (see Chapter IV).

44. M. v. Smoluchowski, *Wien. Ber.* 123, 2381 (1914); see also Physik. Zeits. 16, 321 (1915) and Kolloid Zeits. 18, 48 (1916). For discussions of the problem of density fluctuations prior to the introduction of the notion of the "speed of fluctuations" see


It is of some interest to recall that referring to his deviation of the formulae for \(\langle \Delta o \rangle _{m} \) and \(\langle \Delta o \rangle _{m} \) [Eqs. (356) and (358)] Smoluchowski says, "Aus diesen komplizierten Formeln [referring to the formula for \(W(n; m)\)] lassen sich mittels verwirkelter summationen merkwürdigerweise recht einfache resultate fur die durschnittliche änderung der Teilchenzahl ableiten. . . . So wie fur das andersquadrat bei unbesicherter anfangszahl n [Eq. (363)]."

This led to some heated discussion whether these formulae cannot be derived more simply; for example, see

47. L. S. Ornstein, Koninkl. Akad. Wetenschap. Amsterdam 21, 92 (1917). But neither Ornstein nor Smoluchowski seems to have noticed that the formulae for \(\langle \Delta n \rangle _{m} \) \(\langle \Delta n \rangle _{m} \) can be derived very directly from the fact that the transition probability \(W(n; m)\) is the sum (in a technical sense) of a Bernoulli and a Poisson dis-
tribution; it is to this fact that the simplicity of the results are due.

§2.—Comparisons between the predictions of his theory with the data of colloid statistics were first made by Smoluchowski himself (reference 44). The experiments which were used for these first comparisons were those of 48. The Svedberg, Zeits. f. physik. Chemie 77, 147 (1911); see also references 43 and 46. But precision experiments carried out with expressed intention of verifying Smoluchowski’s theory are those of 49. A. Westgren, Arkiv for Matematik, Astronomi, och Fysik 11, Nos. 8 and 14 (1916) and 13, No. 14 (1918).

An interesting application of Smoluchowski’s theory to a problem of rather different sort has been made by Fürth: 50. R. Fürth, Physik. Zeits. 19, 421 (1918); 20, 21 (1919). Fürth made systematic counts of the number of pedestrians in a block every five seconds. This interval of five seconds was chosen because the length of the block was such that a pedestrian observed in the block on one occasion has an appreciable probability of remaining in the same block when the next observation is made five seconds later. We can, accordingly, define a probability after-effect factor \( P = \frac{v}{r/a} \), where \( v \) is the average speed of a pedestrian, \( r \) the chosen interval of time and \( a \) the length of the block, and Smoluchowski’s theory applies. A statistical analysis of this data showed that the agreement with the theory is excellent. It is amusing that by systematic counts of the kind made by Fürth it is possible actually to determine the average speed of a pedestrian!

§3.—The theory outlined in this section is derived from 51. M. v. Smoluchowski, Wien. Ber. 124, 339 (1915); see also references 39 and 41.

§4.—Among the early discussions on the compatibility between the notions of conventional thermodynamics and the new standpoint of the kinetic molecular theory, we may refer to 52. J. Loschmidt, Wien. Ber. 73, 139 (1876); 75, 67 (1877).

53. L. Boltzmann, Wien. Ber. 75, 62 (1877); 76, 373 (1877); also Nature 51, 413 (1895) and Vorlesungen über Gas Theorie (Leipzig, 1895) Vol. I, p. 42 (or the reprinted edition of 1923).


Smoluchowski’s fundamental discussions of the limits of validity of the second law of thermodynamics are contained in 


It is somewhat disappointing that the more recent discussions of the laws of thermodynamics contain no relevant references to the investigations of Boltzmann and Smoluchowski [e.g., P. W. Bridgman, The Nature of Thermodynamics (Harvard University Press, 1941)]. The absence of references, particularly to Smoluchowski, is to be deplored since no one has contributed so much as Smoluchowski to a real clarification of the fundamental issues involved.

For an exhaustive discussion of the foundations of statistical mechanics, see


61. R. Zsigmondy, Zeits. f. physik. Chemie 92, 600 (1917). The papers 60 and 61 contain references to the earlier literature on the subject of coagulation. For the more recent literature see Freundlich (reference 42, particularly Vol. II, pp. 140–162).

§7.—See

62. H. A. Kramers, Physica 7, 284 (1940). Also,


An aspect of the theory of Brownian motion we have not touched upon concerns the natural limit set by it to all measuring processes. But an excellent review of this entire field exists: 64. R. B. Barnes and S. Silverman, Rev. Mod. Phys. 6, 162 (1934).

Chapter IV

The ideas developed in this chapter are in the main taken from


§1.—See references 65, 66, and 67; also 68. S. Chandrasekhar, Principles of Stellar Dynamics (University of Chicago Press, 1942), Chapters II and V.

§2.—The problem considered in this section is clearly equivalent to finding the probability of a given electric field strength at a point in a gas composed of simple ions. This latter problem was first considered by Holtmark:

69. J. Holtsmark, Ann. d. Physik 58, 577 (1919); also Physik. Zeits. 20, 162 (1919) and 25, 73 (1924). Among other papers on related subjects we may refer to


73. C. V. Raman, Phil. Mag. 47, 671 (1924).

§3.—See references 66 and 67. See also three further papers on “Dynamical Friction” by Chandrasekhar in forthcoming issues of The Astrophysical Journal where further applications of the Fokker-Planck equation will be found.