
Lectures 7:  null hypethesis tests II.



Null hypothesis testing is reductio ad absurdum argument:

• Null hypothesis testing is a reductio ad absurdum argument adapted to statistics: a 
hypothesis is shown to be valid by demonstrating the improbability of the consequence 
that results from assuming the counter-claim to be true (fair coin).

•The only hypothesis that needs to be specified in this test and which embodies the 
counter-claim is referred to as the null hypothesis. 

• A result is said to be statistically significant if it allows us to reject the null hypothesis. That 
is, as per the reductio ad absurdum reasoning, the statistically significant result should be 
highly improbable if the null hypothesis is assumed to be true. 

• The rejection of the null hypothesis implies that the correct hypothesis lies in the logical 
complement of the null hypothesis. However, unless there is a single alternative to the 
null hypothesis, the rejection of null hypothesis does not tell us which of the alternatives 
might be the correct one.



• A statistical hypothesis refers to a probability distribution that is assumed to govern 
the observed data. If X is a random variable representing the observed data and H is 
the statistical hypothesis under consideration, then the notion of statistical 
significance can be quantified by the conditional probability P( X | H ), which gives 
the likelihood of the observation if the hypothesis is assumed to be correct. 

• The p-values should not be confused with probability on hypothesis (as is done in 
Bayesian Hypothesis Testing) such as P( H | X ) , the probability of the hypothesis 
given the data, or P( H ), the probability of the hypothesis being true, or P( X ), the 
probability of observing the given data.

Null hypothesis testing:

https://en.wikipedia.org/wiki/Conditional_probability


The p-value is defined as the probability, under the assumption of hypothesis H, of 
obtaining a result equal to or more extreme than what was actually observed. 
Depending on how it is looked at, the "more extreme than what was actually observed" 
can mean
{ X ≥ x } (right-tail event) or
{ X ≤ x } (left-tail event) or the "smaller" of 
{ X ≤ x } and { X ≥ x } (double-tailed event). 

Thus, the p-value is given by
• P( X ≥ x | H ) for right tail event,
• P( X ≤ x | H ) for left tail event,
• 2*min { P( X ≤ x | H ) , P( X ≥ x | H ) } for double tail event.

The smaller the p-value, the larger the significance because it tells the investigator that 
the hypothesis under consideration may not adequately explain the observation. The 
hypothesis H is rejected if any of these probabilities is less than or equal to a small, 
fixed but arbitrarily pre-defined threshold value α, which is referred to as the level of 
significance. 

Unlike the p-value, the α level is not derived from any observational data and does not 
depend on the underlying hypothesis; the value of α is instead determined by the 
consensus of the research community that the investigator is working in.
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• Computing a p-value requires a null hypothesis, a test statistic (together with deciding 
whether the researcher is performing a one-tailed test or a two-tailed test), and data. 
Even though computing the test statistic on given data may be easy, computing the 
sampling distribution under the null hypothesis, and then computing its cumulative 
distribution function (CDF) is often a difficult computation. Today, this computation is 
done using statistical software and computational power.

Null hypothesis testing:

• When the null hypothesis is true, the probability distribution of the p-value is uniform on 
the interval [0,1]. By contrast, if the alternative hypothesis is true, the distribution is 
dependent on sample size and the true value of the parameter being studied.

   The distribution of p-values for a group of studies is called a p-curve. The curve is 
   affected by four factors: the probability that a study is examining a true hypothesis  
   rather than a false hypothesis, the power of the studies investigating true hypotheses, 
   the Type 1 error rates, and publication bias. A p-curve can be used to assess the 
   reliability of scientific literature, such as by detecting publication bias or p-hacking.



Coin flipping

As an example of a statistical test, an experiment is performed to determine whether a coin flip is fair (equal chance 
of landing heads or tails) or unfairly biased (one outcome being more likely than the other).
Suppose that the experimental results show the coin turning up heads 14 times out of 20 total flips. The null 
hypothesis is that the coin is fair, and the test statistic is the number of heads. If a right-tailed test is considered, the 
p-value of this result is the chance of a fair coin landing on heads at least 14 times out of 20 flips. That probability 
can be computed from binomial coefficients as

This probability is the p-value, considering only extreme results that favor heads. This is called a one-tailed test. 
However, the deviation can be in either direction, favoring either heads or tails. The two-tailed p-value, which 
considers deviations favoring either heads or tails, may instead be calculated. As the binomial distribution is 
symmetrical for a fair coin, the two-sided p-value is simply twice the above calculated single-sided p-value: the two-
sided p-value is 0.116. In the above example:
 
       null hypothesis (H0)  p(head) = 0.5

• Test statistic:  number of heads
• Level of significance: 0.05
• Observation O: 14 heads out of 20 flips; and
• Two-tailed p-value of observation O given H0 = 2*min(Prob(no. of heads ≥ 14 heads), Prob(no. of heads 

≤ 14 heads))= 2*min(0.058, 0.978) = 2*0.058 = 0.116.

Note that the Prob(no. of heads ≤ 14 heads) = 1 - Prob(no. of heads ≥  14 heads) + Prob(no. of head = 14) = 1 - 
0.058 + 0.036 = 0.978; however, symmetry of the binomial distribution makes that an unnecessary computation to 
find the smaller of the two probabilities. Here, the calculated p-value exceeds 0.05, so the observation is consistent 
with the null hypothesis, as it falls within the range of what would happen 95% of the time were the coin is in fact fair. 
Hence, the null hypothesis at the 5% level is not rejected. Although the coin did not fall evenly, the deviation from 
expected outcome is small enough to be consistent with chance.
However, had one more head been obtained, the resulting p-value (two-tailed) would have been 0.0414 (4.14%). 
The null hypothesis is rejected when a 5% cut-off is used.
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Null hypothesis testing summary:

Phys. Rev. Lett. discovery threshold: 
 5 σ (0.000057 percent)



frequentist view of null hypothesis (DNA example):
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Null hypothesis testing (Bayesian):

9 heads or more
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